Index

1-of-c coding, 175, 176, 307
activation function, 88
active sensing, 275
AdaBoost, 150
adjoin data assimilation, 97
Advanced Very High Resolution Radiometer (AVHRR), 280, 282
aerosols, 278
air quality, 307–312
albedo, 282
algae, 315
aliasing, 60
Along Track Scanning Radiometer-2 (ATSR-2), 280, 285
altimeter, 283–284
anomaly, 3
Arctic Oscillation (AO), 293–295
index, 294
atmospheric radiation, 298–299
atmospheric teleconnection, 260–264
augmented data matrix, 68
auto-associative NN, 215
auto-covariance, 63
auto-correlation, 4, 137, 154
first zero crossing, 6
automatic relevance determination (ARD), 143, 211
autospectrum, 59–63
averaging in time, 151–155
back-propagation, 92, 97–102, 115
bagging, 146, 148
batch training, 100
Bayes theorem, 12–15, 139, 140
Bayesian method, 202
Bayesian neural network (BNN), 138–145, 176–177
beta distribution, 108
bias
frequency bias, 188
bias error, 133–134, 147–148
bias parameter, 87
biweight midcorrelation, 264–266
biweight midcovariance, 264
boosting, 150
bootstrap, 146, 150–151, 206, 291
bottleneck layer, 215
bottleneck neuron, 215
Brent’s method, 119
Brier score, 192, 211
Broyden–Fletcher–Goldfarb–Shanno (BFGS) method, 121
canonical correlation analysis (CCA), 49–56
kernel, 252, 272
canonical correlation coordinates, 50
canonical variate, 50, 252–254
CART, see classification and regression tree
central limit theorem, 127, 152
chlorophyll, 276, 278
classification, 12–16, 205
multi-class, 175–176, 186
classification and regression tree (CART), 202–206, 309
classification error, 172
climate change, 297–298
climate sensitivity, 280
climate variability, 293–297
climatological seasonal cycle, 68
cloud, 279–280
clustering, 16–18, 169, 233
cokriging, 210
contingency table, 187
continuous ranked probability score (CRPS), 211
coral, 315
correlation, 3
biweight midcorrelation, 264–266
Pearson, 3
rank correlation, 5, 264
sample correlation, 3
significance, 4
Spearman, 5
cost function, 86, 93
 covariance, 3
 auto-covariance, 63
cross-covariance, 64
covariance matrix, 22, 35
critical success index (CSI), 188
cross entropy, 173–176, 205
cross-spectrum, 63–65
cross-validation, 136–138, 205
curse of dimensionality, 97, 165

Daniell estimator, 62
data assimilation, 97, 314
Davidon–Fletcher–Powell (DFP) method, 120
decision boundary, 14, 91, 170
decision regions, 14
decision surface, 14
decoding layer, 216
decorrelation time scale, 6, 137
delay coordinate space, 69
delta function \(\delta_{ij}\), 25
deterministic optimization, 124
differential evolution, 126
discharge, 312
discriminant function, 15–16, 170
downscaling, 299–304
dynamical, 300
expansion, 303
inflation, 303
randomization, 303
statistical, 300
dual Lagrangian, 180
dual solution, 160
dual variable, 159

early stopping, 102, 134, 145, 146, 148, 310
ecology, 314–317
El Niño, 26
empirical orthogonal function (EOF), 20, 25
extended (EEOF), 74
encoding layer, 216
ensemble, 145–150, 206
Envisat, 277
EOF, see empirical orthogonal function
epoch, 100
\(\epsilon\)-insensitive Huber function, 201, 278
equation of state of sea water, 287–289
error function, 86, 93
\(\epsilon\)-insensitive, 196
European Remote-Sensing Satellites (ERS), 284
evidence, 140
evolutionary computation (EC), 124–126
expectation, 1
extended empirical orthogonal function (EEOF), 74
extrapolation, 303–304
extreme value distribution, 108
factor analysis, 41
false alarm rate (F), 188
false alarm ratio (FAR), 188
feature, 240
feature space, 158, 184
feature vector, 14, 170
feed-forward, 87
filter, 66–68
fish, 315, 316
Fisher’s \(z\) transformation, 4
Fletcher–Reeves method, 118
forecast verification, 187–193, 211–212
forest, 278–279, 286
Fourier spectral analysis, 246
fraction correct, 187
frequentist, 12
fundamental frequency, 60
gamma distribution, 108, 110
Gauss–Newton method, 122, 141
Gaussian mixture model, 110
Gaussian process (GP), 157, 158, 206–211, 310
gelbstoff, 276, 277
general circulation model (GCM), 299
generalized cross-validation (GCV), 291
genetic algorithm (GA), 124–126
Geostationary Operational Environmental Satellites (GOES), 280, 282
Gini index, 205
global climate model (GCM), 299
global minimum, 185
global warming, 279, 282
gradient descent method, 97, 115–116, 120, 123
Gram matrix, 160
Gumbel distribution, 109
hail, 307
harmonic analysis, 68
Heaviside step function, 87, 89
Heidke skill score (HSS), 190, 192
Hessian matrix, 114, 140, 141, 177
hidden layer, 92, 102–103
hierarchical, 140
hit rate, 187
Huber function, 132, 201
\(\epsilon\)-insensitive, 201, 278
hurricane, 307
hybrid coupled model, 292–293
hydrograph, 312
hydrology, 312–314
hyperbolic tangent function, 94
hyperparameter, 135, 139–143, 164
hyperplane, 178
ignorance score (IGN), 212
inconsistency index, 224, 228, 235
index of agreement, 310
Indian summer monsoon, 297
indicator function, 172
infiltration, 312
information criterion, 224–225, 228
Index

infrared, 279–282
isomap, 213
Jacobian matrix, 141
Johnson distributions, 108
Johnson–Kuhn–Tucker (KKT) conditions, 180, 181, 183, 198, 320
kern, 110, 161–164, 238
K-means clustering, 17, 106, 169, 233, 234
Karush–Kuhn–Tucker (KKT) conditions, 180, 181, 183, 198, 320
kernel, 110, 161–164, 238
automatic relevance determination, 211
Gaussian, 164, 184, 199, 304, 317
Matérn, 163, 184
polynomial, 163, 184
radial basis function (RBF), 164, 184, 199, 304, 317
ridge regression, 164–165
kernel function, 161, 184
kernel matrix, 162, 238
kernel method, 158, 177–186, 196–202, 206–211
kernel principal component analysis, 167, 237–240
kernel trick, 161, 166, 184
kriging, 206
co-kriging, 210
Kronecker delta function, 25, 59, 208
La Niña, 27
Lagrange function (Lagrangian), 180, 320
Lagrange multiplier, 22, 51, 180, 319–321
Landsat, 276, 278
Laplace approximation, 141, 145, 310
leaky learning, 195
learning rate, 98, 194
least squares, 8, 107
leave-one-out cross-validation, 137, 315
Levenberg–Marquardt method, 123, 138, 141
likelihood, 13, 109, 128
line search, 119
linear discriminant analysis, 16
linear inverse modelling, 80
linear projection (LP), 294
linear regression
dual solution, 159–160
linearly separable, 91
loading, 25
locally linear embedding (LLE), 213
logistic regression, 90, 315
logistic sigmoidal function, 89, 171
longwave radiation (LWR), 298
loss function, 93
M5 tree, 206, 314
Madden–Julian Oscillation (MJO), 80, 297
Markov chain Monte Carlo method, 141, 145, 206, 210
matrix
Hermitian, 25
orthonormal, 37
positive semi-definite, 24
maximum covariance analysis (MCA), 49, 56
maximum likelihood, 109, 127–129, 151
maximum margin classifier, 178–186
McCulloch and Pitts model, 87
mean, 1
conditional, 130
population mean, 1
sample mean, 2
mean absolute error (MAE), 129, 266
mean squared error (MSE), 93, 127–129
median, 264
conditional, 131
Medium Resolution Imaging Spectrometer (MERIS), 277, 278
Mercer’s theorem, 162
mixing coefficient, 110
mixture model, 110–112
MLP (see multi-layer perceptron), 92
model output statistics (MOS), 12, 299
Moderate Resolution Imaging Spectroradiometer (MODIS), 278
momentum, 116
moving average, 62, 67
multi-class classification, 175–176, 186
multi-layer perceptron (MLP), 92–97, 107, 214, 252
classification, 171–176
multichannel singular spectrum analysis (MSSA), 74–75
multiple correlation coefficient, 10
neural network (NN), 86–112
Bayesian (BNN), 138–145
recurrent, 282
neuron, 86–88
hidden, 92, 102–105
Newton’s method, 114, 120
Niño 1+2 region, 27
Niño 3 region, 27
Niño 3.4 region, 27
Niño 4 region, 27
node, 88
nonlinear canonical correlation analysis (NLCCA), 252–273
robust, 264–273
nonlinear complex principal component analysis (NLCPA), 240–243
nonlinear least squares, 121–124
nonlinear principal component analysis, 257, 287, 291
kernel PCA, 237–240
closed curve (NLPCA(cir)), 227–231
complex variables (NLCPA), 240–243
open curve (NLPCA), 214–227
overfitting, 223–227
nonlinear principal predictor analysis, 252
nonlinear projection (NLP), 294, 295
nonlinear singular spectrum analysis (NLSSA), 244–251
normal equations, 8, 10, 122
normalized variable, 3
North Atlantic Oscillation (NAO), 293, 296
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northern annular mode (NAM), 294
Nyquist frequency, 60

objective function, 86, 93
ocean colour, 276–278
ocean heat content, 290, 292
offset, 87
oil spill, 286
on-line training, 100
one-versus-one classification, 186
one-versus-the-rest classification, 186
orthonormal matrix, 37
outlier, 4, 129, 264–273
overt, 11, 100, 127, 130, 223
ozone, 211

Pacific–North American (PNA) teleconnection, 261, 295–296
pairwise classification, 186
passive sensing, 275
Peirce skill score (PSS), 191, 192
perceptron, 87–92
Perfect Prog, 12
periodogram, 60
persistence, 4
phytoplankton, 276, 277
Polak–Ribiere method, 118
pollution

ocean, 276
positive semi-definite, 162
post-processing, 299–304
pre-image, 167–169
precipitation, 280–282
predictand, 7
predictive uncertainty, 143–145, 150–151
predictor, 7

principal solution, 160
principal curve, 231–233

principal component (PC), 23, 25
principal component analysis (PCA), 20–40
combined PCA, 24, 48, 80
complex, 48, 82–85
Hilbert, 82–85
Kaiser test, 39
missing data, 38–39
Monte Carlo test, 39
rotated, 40–48
significance tests, 39–40
space–time PCA, 74–75
spectral, 82–85
time-PCA, 68–73
principal oscillation pattern (POP), 75–81, 104
principal surface, 233
principal vector, 25
probabilistic forecast, 211–212
probability
a posteriori, 13
a priori, 13
conditional, 13
density, 2

posterior, 13
prior, 13
probability distribution
beta, 108
conditional, 108–112
extreme value, 108
gamma, 108, 110
Gumbel, 109
Johnson, 108
Weibull, 108
probability of detection (POD), 188
probability of false detection (POFD), 188

quadratic programming, 180
quadrature, 70
quantization error (QE), 235
Quasi-Biennial Oscillation (QBO), 80, 229–230, 296–297
quasi-Newton methods, 120–121, 124
limited memory, 121

radar, 275, 283, 306
radial basis functions (RBF), 105–108, 185, 200
renormalized, 106
radiative transfer, 277
radiometer, 275
random forest, 206
rating curve, 313
reanalysis, 313
recharge–discharge oscillator, 291
reconstructed component, 246
recurrent neural network, 282
regional climate model (RCM), 300
regression, 7
multiple linear regression (MLR), 10
ridge, 11, 159, 164
stepwise multiple, 11

regularization, 135–136, 176
relative operating characteristic (ROC), 189, 307
relevance vector machine (RVM), 202, 314
remote sensing, 275–286
infrared, 279–282
microwave, 282–286
visible light, 276–279
resistant, 4
ridge regression, 159
robust, 4, 264
rotated principal component analysis (RPCA), 40–48
procrustes rotation, 43
varimax rotation, 42
rotation

oblique, 41
orthonormal, 41
running mean, 62, 67
runoff, 312

sample size
effective, 4
scatterometer, 284–285
score, 25
sea ice, 282
sea level, 286–287
sea surface temperature (SST), 27, 218–222, 283, 290–292
Sea-viewing Wide Field-of-view Sensor (SeaWiFS), 277
self-consistency, 233
self-organizing map (SOM), 195, 224, 233–236, 281
sensitivity, 99
sequential training, 100
shortwave radiation (SWR), 298
sigmoidal function, 89
simulated annealing, 124
singular spectrum analysis (SSA), 68–75
singular value, 37
singular value decomposition (SVD), 36–38, 49, 56
singular vector, 37, 56
skill score, 190–192
Hansen and Kupers, 191
Heidke, 190, 192
Peirce, 191, 192
slack variable, 182
snow, 282–283
softmax function, 111, 175
soil moisture, 286
Southern Oscillation, 31
Southern Oscillation Index (SOI), 31, 72
sparseness, 181
Special Sensor Microwave Imager (SSM/I), 283
species richness, 314
spectrum, 58–65
amplitude spectrum, 63
autospectrum, 59–63
band-averaging, 62
co-spectrum, 63
cohereency spectrum, 64
cross-spectrum, 63–65
ensemble averaging, 62
phase spectrum, 63
quadrature spectrum, 63
SSE (sum of squared errors), 8–9
SSR (sum of squares, regression), 9
SST (see sea surface temperature), 27
SST (sum of squares), 9
stage, 313
standard deviation, 2
standardize, 93, 135
standardized anomaly, 3
standardized variable, 2
statistical learning theory, 171
steepest descent method, 97, 115
stepwise multiple regression, 11
stochastic optimization, 124–126
stochastic training, 100
stopped training, see early stopping
Student’s t distribution, 4
supervised learning, 16, 86, 193
support vector, 179, 181, 183, 199
support vector machine (SVM), 157, 177–186
support vector regression (SVR), 157, 196–202
surface gravity wave, 289
surface wind speed, 283
suspended sediment, 276–278
symmetric function, 161
t openic scale, 300
synthetic aperture radar (SAR), 103, 285–286

target, 16, 88
Terra, 278
testing, 138
Thematic Mapper, 277, 278
threat score (TS), 188
time-averaging, 151–155
topographic error (TE), 235
tornado, 305–306
trace, 141
tree
CART, 202–206
M5, 206
trend, 60
tropical cyclone, 307
ttrue skill statistics, 191
turbidity, 278
underfit, 127
unit, 88
unsupervised competitive learning, 193–195
unsupervised learning, 16, 86, 106, 171, 193
urban land cover, 279
validation, 100, 134, 136
variance
population variance, 2
sample variance, 2
variance error, 133–134, 147–148
varimax rotation, 42
verification, 138
voting, 146
water wave, 289
watershed, 312
wave–wave interactions, 289–290
Weibull distribution, 108
weight, 87, 98
weight decay, 135–136
weight penalty, 135–136, 176, 182, 196, 205, 217, 224–227
wheat, 286
wind direction, 284
wind speed, 283, 284, 286
wind wave, 289–290
window, 65
zonal, 229, 291, 292