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Preface

This book is an introduction to the patterns and dynamics of sustained nonequilibrium systems at a level appropriate for graduate students in biology, chemistry, engineering, mathematics, physics, and other fields. Our intent is for the book to serve as a second course that continues from a first introductory course in nonlinear dynamics. While a first exposure to nonlinear dynamics traditionally emphasizes how systems evolve in time, this book addresses new questions about the spatiotemporal structure of nonequilibrium systems. Students and researchers who succeed in understanding most of the material presented here will have a good understanding of many recent achievements and will be prepared to carry out original research on related topics.

We can suggest three reasons why nonequilibrium systems are worthy of study. First, observation tells us that most of the Universe consists of nonequilibrium systems and that these systems possess an extraordinarily rich and visually fascinating variety of spatiotemporal structure. So one answer is sheer basic curiosity: where does this rich structure come from and can we understand it? Experiments and simulations further tell us that many of these systems—whether they be fluids, granular media, reacting chemicals, lasers, plasmas, or biological tissues—often have similar dynamical properties. This then is the central scientific puzzle and challenge: to identify and to explain the similarities of different nonequilibrium systems, to discover unifying themes, and, if possible, to develop a quantitative understanding of experiments and simulations.

A second reason for studying nonequilibrium phenomena is their importance to technology. Although the many observed spatiotemporal patterns are often interesting in their own right, an understanding of such patterns—e.g. being able to predict when a pattern will go unstable or knowing how to select a pattern that maximizes some property like heat transport—is often important technologically. Representative examples are growing pure crystals, designing a high-power coherent laser, improving yield and selectivity in chemical synthesis, and inventing new
electrical control techniques to prevent epilepsy or a heart attack. In these and other cases such as forecasting the weather or predicting earthquakes, improvements in the design, control, and prediction of nonequilibrium systems are often limited by our incomplete understanding of sustained nonequilibrium dynamics.

Finally, a third reason for learning the material in this book is to develop specific conceptual, mathematical, and numerical skills for understanding complex phenomena. Many nonequilibrium systems involve continuous media whose quantitative description is given in terms of nonlinear partial differential equations. The solutions of such equations can be difficult to understand (e.g. because they may evolve nonperiodically in time and be simultaneously disordered in space), and questions such as “Is the output from this computer simulation correct?,” “Is this simulation producing the same results as my experimental data?” or “Is experimental noise relevant here?” may not be easily answered. As an example, one broadly useful mathematical technique that we discuss and use several times throughout the book is multiscale perturbation theory, which leads to so-called “amplitude equations” that provide a quantitatively useful reduction of complex dynamics. We also discuss the role of numerical simulation, which has some advantages and disadvantages compared to analytical theory and experimental investigation.

To help the reader master the various conceptual, mathematical, and numerical skills, the book has numerous worked examples that we call etudes. By analogy to a musical etude, which is a composition that helps a music student master a particular technique while also learning a piece of artistic value, our etudes are one- to two-page long worked examples that illustrate a particular idea and that also try to provide a non-trivial application of the idea.

Although this book is intended for an interdisciplinary audience, it is really a physics book in the following sense. Many of the nonequilibrium systems in the Universe, for example a germ or a star, are simply too complex to analyze directly and so are ill-suited for discovering fundamental properties upon which a general quantitative understanding can be developed. In much of this book, we follow a physics tradition of trying to identify and study simple idealized experimental systems that also have some of the interesting properties observed in more complex systems.

Thus instead of studying the exceedingly complex dynamics of the Earth’s weather, which would require in turn understanding the effects of clouds, the solar wind, the coupling to oceans and ice caps, the topography of mountains and forest, and the effects of human industry, we instead focus our experimental and theoretical attention on enormously simplified laboratory systems. One example is Rayleigh–Bénard convection, which is a fluid experiment consisting of a thin horizontal layer of a pure fluid that is driven out of equilibrium by a vertical temperature difference that is constant in time and uniform in space. Another is a mixture of reacting and
diffusing chemicals in a thin layer of gel, with reservoirs of chemicals to sustain
the reaction. The bet is then that to understand aspects of what is going on in the
weather or in an epileptic brain, it will be useful to explore some basic questions
first for convection and other well-controlled laboratory systems. Similarly, as we
discuss later in the book, there are conceptual, mathematical, and computational
advantages if one studies simplified and reduced mathematical models such as the
Swift–Hohenberg and complex Ginzburg–Landau equations when trying to under-
stand the much more difficult partial differential equations that describe physical
systems quantitatively. The experiments, models, simulations, and theory discussed
in this book – especially the numerous comparisons of theory and simulation with
experiment – will give the reader valuable insights and confidence about how to
think about the more complex systems that are closer to their interests.

As background, readers of this book should know the equivalent of an introduc-
tory nonlinear dynamics course at the level of Strogatz’s book [99]. Readers should
feel comfortable with concepts such as phase space, dissipation, attractors (fixed
points, limit cycles, tori, and strange attractors), basins of attractors, the basic bifur-
cations (super- and subcritical, saddle-node, pitchfork, transcritical, Hopf), linear
stability analysis of fixed points, Lyapunov exponents, and fractal dimensions. A
previous exposure to thermodynamics and to fluid dynamics at an undergraduate
level will be helpful but is not essential and can be reviewed as needed. The reader
will need to be competent in using multivariate calculus, linear algebra, and Fourier
analysis at a junior undergraduate level. Several appendices in this book provide
concise reviews of some of this prerequisite material, but only on those parts that
are important for understanding the text.

There is too much material in this book for a single semester class so we give here
some suggestions of what material could be covered, based on several scenarios of
how the book might be used.

The first six chapters present the basic core material and should be covered in
most classes for which this book is a main text. By the end of Chapter 6, most of
the main ideas have been introduced, at least qualitatively. The successive chapters
present more advanced material that can be discussed selectively. For example,
those particularly interested in the systematic treatment of stationary patterns may
choose to complete the semester by studying all or parts of Chapters 7 and 8, which
provide quantitative discussions of two-dimensional patterns and localized struc-
tures, and Chapter 9 which is a more qualitative discussion of stationary patterns far
from onset. For a less mathematical approach, it is possible to leave out the more
technical Chapters 7 and 8 and move straight to Chapter 9 although we recommend
including the first three subsections of Section 7.3 on the central question of the
competition between stripes, two-dimensional lattices, and quasiperiodic patterns
(these sections can be read independently of the remainder of the chapter). If the
Preface

Interest is more in dynamical phenomena, such as oscillations, propagating pulses, and waves (which may be the case if applying the ideas to signalling phenomena in biology is a goal), the class may choose to skip Chapters 7–9, pausing briefly to study Section 8.3 on fronts, and move immediately to Chapters 10 and 11 on oscillatory patterns and excitable media. Numerical simulations are vital to many aspects of the study of pattern formation, and to nonlinear dynamics in general, and so any of the above suggestions may include all or parts of Chapter 12.
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