
Design of Comparative Experiments

This book should be on the shelf of every practising statistician who designs experi-
ments.

Good design considers units and treatments first, and then allocates treatments to
units. It does not choose from a menu of named designs. This approach requires a
notation for units that does not depend on the treatments applied. Most structure on the
set of observational units, or on the set of treatments, can be defined by factors. This
book develops a coherent framework for thinking about factors and their relationships,
including the use of Hasse diagrams. These are used to elucidate structure, calculate
degrees of freedom and allocate treatment subspaces to appropriate strata. Based on
a one-term course the author has taught since 1989, the book is ideal for advanced
undergraduate and beginning graduate courses. Examples, exercises and discussion
questions are drawn from a wide range of real applications: from drug development,
to agriculture, to manufacturing.

r. a. bailey has been Professor of Statistics at Queen Mary, University of London
since 1994. She is a fellow of the Institute of Mathematical Statistics and a past
president of the International Biometric Society, British Region. This book reflects her
extensive experience teaching design of experiments and advising on its application.
Her book Association Schemes was published by Cambridge University Press in 2004.
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Preface

This textbook on the design of experiments is intended for students in their final year of a
BSc in Mathematics or Statistics in the British system or for an MSc for students with a
different background. It is based on lectures that I have given in the University of London
and elsewhere since 1989. I would like it to become the book on design which every working
statistician has on his or her shelves.

I assume a basic background in statistics: estimation, variance, hypothesis testing, linear
models. I also assume the necessary linear algebra on which these rest, including orthogonal
projections and eigenspaces of symmetric matrices. However, people’s exposure to these
topics varies, as does the notation they use, so I summarize what is needed at various points in
Chapter 2. Skim that chapter to see if you need to brush up your knowledge of the background.

My philosophy is that you should not choose an experimental design from a list of named
designs. Rather, you should think about all aspects of the current experiment, and then decide
how to put them together appropriately. Think about the observational units, and what struc-
ture they have before treatments are applied. Think about the number and nature of the treat-
ments. Only then should you begin to think about the design in the sense of which treatment
is allocated to which experimental unit.

To do this requires a notation for observational units that does not depend on the treatments
applied. The cost is a little more notation; the gain is a lot more clarity. Writing Y24 for the
response on the fourth unit with treatment 2 goes with a mindset that ignores randomization,
that manages the experiment by treatment, and that does not see the need for blindness. I label
observational units by lower-case Greek letters: thus Y (ω) is the response on observational
unit ω and T (ω) is the treatment on that unit. This notation merely mimics good practice in
data recording, which has a row for each observational unit: three of the columns will be the
one which names the units, the one which shows the treatments applied, and the one showing
the responses. In this book, randomization, blindness and management by plot structure are
recurring themes.

Most structure on the set of observational units, or on the set of treatments, can be defined
by factors. I have developed a method for thinking about factors and their relationships,
including the use of Hasse diagrams, which covers all orthogonal designs. The method uses
the infimum F ∧G of two factors (which almost everybody else, except Tjur [113], writes as
F.G) and the dual concept, the supremum F ∨G, which almost nobody else (again apart from
Tjur) sees the need for, until degrees of freedom mysteriously go wrong. Everyone that I have
taught this method to has reacted enthusiastically and adopted it. However, you need to have
some idea of simple structure before you can appreciate the generality of this approach, which

xi
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xii Preface

is therefore delayed until Chapter 10.
The Hasse diagrams, and the insistence on naming observational units, are two features

of this book that do not appear in most other books on the design of experiments. The third
difference, which is relatively minor, is my notation for models in factorial designs. Expres-
sions such as µ+αi +β j +(αβ)i j are compact ways of parametrizing several models at once,
but they do encourage the fitting of inappropriate models (what Nelder has called the neglect
of marginality in [83]). I take the view, explained in Chapter 5, that when we analyse data we
first choose which model to fit and then estimate the parameters of that model; we do not need
to know how to parametrize any of the models that we did not fit. Also in Chapter 5 I spell out
three principles of modelling. The first two (Sum and Intersection) are often implicit, but their
neglect can lead to contradictions. The third is Orthogonality: not everyone will agree with
this (see Mead [77], for example), but I believe that we should aim for orthogonality between
treatment factors wherever possible.

Another relatively minor difference in my approach is that my analysis-of-variance tables
always include the grand mean. This is partly to make all the calculations easier, especially
when using the Hasse diagram. A more important reason is to demonstrate that fitting a larger
model after a smaller one (such as a complete two-way table after an additive model) is in
principle no different from fitting treatment effects after removing the grand mean.

Unlike some topics in mathematics, Design of Experiments can set out its stall early. Thus
Chapter 1 introduces most of the issues, and points the way forward to where in the book they
are covered in more detail. Read this chapter to see if this book is for you.

Chapter 2 covers the simplest experiments: there is no structure on either the observational
units or the treatments. This gives an opportunity to discuss randomization, replication and
analysis of variance without extra complications, as well as to revise prerequisite knowledge.

Structure on the observational units is developed in Chapters 4 (simple blocking), 6 (row–
column designs) and 8 (observational units smaller than experimental units). Structure on
the treatments is developed in parallel, in two independent chapters. Chapter 5 deals with
factorial treatments (crossed factors) while Chapter 3 covers control treatments and other
ways of recursively splitting up the treatments (nested factors). Chapter 3 can be omitted
in a short course, but there are some areas of application where Chapter 3 is more relevant
than Chapter 5. The ‘mixed’ case of factorial treatments plus a control is covered in some
detail in Chapters 1, 5 and 10; this occurs surprisingly often in practice, and is frequently
misunderstood.

Chapter 8 deals with the situation when one or more of the treatment factors must be
applied to something larger than observational units. This topic is often misunderstood in
practice, as a glance at too many journals of experimental science shows. Every working
statistician should be aware of the danger of false replication.

Chapters 7 and 9 are somewhat light relief from the main development, and could be
omitted without making later chapters inaccessible. Chapter 7 applies the ideas so far to
experiments on people; it also describes issues peculiar to such experiments. The reader who
is concerned exclusively with such experiments is advised to continue with one of the more
specialized texts, such as those recommended in the Further Reading. Chapter 9 takes a single
combinatorial object—the Latin square—and uses it in several ways to design different types
of experiment. This demonstrates that there is no such thing as a ‘Latin-square design’, or,
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Preface xiii

perhaps, that the phrase has many interpretations.
Chapter 10 is my favourite. It pulls all the preceding material together into a single general

approach. Because it is so general, the proofs are more abstract than those in the earlier
chapters, and you may want to omit them at the first reading.

Chapters 11–13 introduce three more advanced topics that a statistician needs to be aware
of: incomplete-block designs, confounded factorial designs, and fractional factorial designs.
Anyone who needs to use these techniques frequently should probably follow this with some
more advanced reading on these topics: some suggestions are made in Further Reading.

Finally, Chapter 14 is a rerun of Chapter 1 in the light of what has been covered in the rest
of the book. Confronted with an experiment to design, how should we think about it and what
should we do?

Each chapter is followed by questions for discussion. Because so many aspects of designing
an experiment have no single ‘right’ answer, I have used these discussion questions with
my students rather than requiring written homework. Each student is required to lead the
discussion at least once. Apart from the initial difficulty of persuading students that this is not
a terrifying ordeal, this technique has worked remarkably well. Other students join in; they
share ideas and offer helpful criticism. At the end, I comment on both the presenting student’s
work and the general discussion, commending what is good, correcting any outright mistakes,
and pointing out any important features that they have all missed. Every year a new set of
students finds new nuances in these questions.

Some instructors may want to supplement the discussion questions with written home-
works. The Exercises at the end are provided for this purpose. They are less closely linked to
the individual chapters than the questions for discussion.
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