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The Wireless World

On Sunday, April 14, 1912, shortly before midnight, the RMS Titanic struck an
iceberg off the coast of Newfoundland. The radio operator, John Phillips,
repeatedly transmitted the distress call CQD in Morse Code. He also sent the
newly established signal SOS. Fifty-eight miles away, the Carpathia received the
messages, and steamed toward the sinking liner. The Carpathia pulled 705
survivors out of their lifeboats. Phillips continued transmitting until power failed.
He and the other passengers could have been saved if more lifeboats had been
available, or if the California, which was so close that it could be seen from the
deck of the Titanic, had had a radio operator on duty. However, this dramatic
rescue established the power of wireless communication. Always before, ships
out of sight of land and each other were cut off from the rest of the world. Now
the veil was lifted. Since the Titanic disaster, wireless communications have
expanded beyond the dreams of radio pioneers. Billions of people around the
world receive radio and television broadcasts every day. Millions use cellular
telephones and pagers and receive television programs from satellites. Thousands
of ships and airplanes communicate by radio over great distances and navigate
by the radio-navigation systems LORAN and GPS.

The enormous increase of wireless communications is tied to the growth of
electronics in general, and computers in particular. Often people distinguish
between digital and analog electronics. By digital electronics, we mean the
circuits that deal with binary levels of voltage, the ones and zeros that are the
syllables of computers and calculators. In analog electronics, we deal with
voltages and currents that vary continuously. Most systems today actually use a
mixture of analog and digital electronics. It is analog electronics that is the focus
of this book. We will study the design, construction, and testing of radio circuits
and systems. The approach that we take is the progressive construction of a
transceiver, the NorCal 40A.

The NorCal 40A transceiver was designed by Wayne Burdick. It is named after
the Northern California QRP club. The club is a group of radio amateurs that
develop new transceiver designs. QRP is a radio signal indicating a low-power
station. Wayne originally designed the NorCal 40 transceiver as a club project,
but it proved so popular that the club could not keep up with orders. An
improved version, the NorCal 40A, is now available from the Wilderness Radio
Company. The NorCal 40A operates in the frequency range from 7.00 MHz to
7.04 MHz, which is the 40-meter amateur band. The NorCal 40A is well suited
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for learning electronics. It includes an exceptional variety of interesting analog
circuits ranging from audio frequencies to radio frequencies and operates at
power levels that vary from a picowatt, or 10~'? watts, at the receiver input, to
two watts at the transmitter output. Because the transmitter was designed for
Morse Code, it produces superb sine-wave signals that are extremely useful in
receiver testing. In contrast to cellular telephone circuits, the frequencies are low
enough that the signals can be conveniently observed on an oscilloscope, and
the level of integration is low, so that the detailed behavior of the circuits can be
probed. Because of its history as a club project, the circuits are bullet proof, the
components are inexpensive, and the design is open.

1.1 Kirchhoff’'s Laws

The key quantities in electronics are voltage and current. We will study formulas
for voltage and current at two levels. At the bottom, we have components, such as
resistors, capacitors, and inductors, which have particular relationships between
voltage and current. We will study these formulas in the next chapter. We con-
nect components to form a circuit. In a circuit, two fundamental laws of physics —
conservation of energy and charge — govern voltages and currents. Conservation
of energy gives us Kirchhoff’s voltage law, which applies to a loop of components.
Conservation of charge gives Kirchhoff’s current law, which applies to a junction
between components. These laws are named for the German physicist Gustav
Kirchhoff. Kirchhoff’s laws, together with the current-voltage relations for indi-
vidual components, allow us to predict what circuits will do.

We can define voltage by relating electric charge and potential energy. When
a charge moves from one place to another, its potential energy changes. The
potential-energy change comes from the force exerted by an electric field.
We write the charge as Q and the potential-energy change as E. The units of
charge are coulombs, with the abbreviation C, and the units of energy are joules,
abbreviated ]J. See Table 1.1 for a list of units and prefixes that we will use in this
book. We can write the voltage V as the ratio of the energy change and charge:

V=E/Q. (1.1)

The units of voltage are volts, abbreviated as V. We can think of the voltage as
the potential energy per unit charge. Often the voltage is called the potential, and
that may help make the connection to potential energy clearer. In this connection,
it is precise to speak of a voltage difference, because the voltage depends on the
potential-energy difference between the beginning and ending points. Also, the
sign of the voltage depends on the order of the points, and we will often add plus
and minus signs to indicate the plus and minus terminals. However, it is typical to
consider all the voltages relative to a single reference point, the ground, which in
an electronic circuit is often the metal box. We will often talk about the voltage at
some point in a circuit, and by this, we mean the voltage relative to the reference
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1.1 KIRCHHOFF'S LAWS 3

Table 1.1. Units (a) and Prefixes (b), and Their Abbreviations.

Quantity Symbol Unit Abbr. | Prefix Multiplier Abbr.
voltage v volt \Y% atto 1018 a
charge Q coulomb  C femto 1071 f
energy E joule ] pico 1012 P
current 1 ampere A nano 1077 n
time t second s micro  107° m
resistance R ohm Q milli 1073 m
conductance G siemen S kilo 103 k
power P watt w mega 10° M
capacitance C farad F giga 10° G
inductance L henry H tera 1012 T
length 1 meter m peta 1015 P
frequency f hertz Hz exa 1018 E
absolute temperature T kelvin K
temperature, Celsius T degree °C
pressure P pascal Pa

(@) (b)

Note: We use the MKS (meter-kilogram-second) system, so that the expressions we derive
will be combinations of these units. A few dimensions are also given in centimeters (cm). It
is important to distinguish between upper and lower case. For example, one could mistake
milli (m) for mega (M), or kilo (k) for kelvin (K). We use both the absolute temperature scale
and the Celsius scale. The unit has the same size in each scale, but the zero is different. For
absolute temperature, the zero is absolute zero. For the Celsius scale, the zero is the ice point
of water, which is 273.15 kelvins on the absolute scale.

ground. We shall also speak of the voltage drop across a resistor or capacitor, and
this is the voltage difference between the connecting wires.

We can apply our voltage definition to a circuit with components connected
in parallel (Figure 1.1a). A parallel connection forces the voltage across each com-
ponent to be the same because we calculate the voltage across each component at
the same points:

Vi = V. (1.2)

It is more interesting to consider the voltages for components connected in a
loop (Figure 1.1b). Consider a charge at point P. When we move the charge around
the loop, the potential energy changes at each component. If we return to P, the
potential energy returns to its initial value. We say that the potential energy is
path independent. This is true as long as the magnetic-field changes inside the loop
are not important. We will consider the effect of magnetic fields when we study
inductors. This means that the sum of the voltages around the loop is zero:

0=> "V, (1.3)

where i is an index for the components. This is Kirchhoff’s voltage law, and it
is a statement of the conservation of energy. You have to be careful about the
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Figure 1.1. Parallel connection (a) and connecting components to form a
loop (b). Kirchhoft’s voltage law applies to a loop.

signs of voltages when you apply the formula. You might test yourself on your
understanding of Kirchhoff’s law by considering the parallel circuit in Figure 1.1a
as a simple loop.

The current is the flow of charge past some point. The units are coulombs per
second, or amperes (A). Often this is shortened to “amps.” We will talk about the
current through a wire or a component. Like the voltage, we will need to be careful
about signs, and we will add arrows to indicate the positive direction. We can
apply our current definition to a series connection (Figure 1.2a). If the current
does not leak out along the way, the current in both components must be the
same, and we write

I = I, (1.4)

where I is the traditional letter for current. For a junction between several compo-
nents (Figure 1.2b), if charge does not pile up at the junction, positive current in

@) (b)

Figure 1.2. Series connection (a) and a junction between several components (b). Kirchhoft’s
current law applies to a junction between components.
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1.2 FREQUENCY 5

some components must be offset by negative current in others, and we can write
0=§:L. (1.5)
i

In words, the net current at a junction must be zero. This is Kirchhoff’s current law,
and it is a statement of conservation of charge. Test yourself on Kirchhoff’s current
law by considering the series circuit in Figure 1.2a as a simple junction.

Since the voltage is energy per charge, and the current is the rate of charge flow,
we can find the power, which is the rate at which work is done, by multiplying
voltage and current. We write the power P in watts (W) as

P=VIL (1.6)

In a radio transmitter, power radiates into the air from an antenna as radio waves.
In an audio system, power radiates from a speaker as sound. It may also go into
heat, and we will have to watch carefully to see how hot our components get.

1.2 Frequency

In radio engineering, we commonly use voltages and currents that are cosine
functions of time. For example, we might write a voltage V(t) and a current I(t) as

V(t) = V), cos(2nrft), (1.7)
I(t) = I, cos(2nft). (1.8)

In these expressions [ is the frequency. The units of frequency are hertz (Hz), after
the German physicist Heinrich Hertz who first demonstrated radio waves. The
frequency is the number of cycles of the cosine that are completed in one second.
Often the zero of the time scale will not be important. In fact, if we shift the
time scale by a quarter of a period, the cosine becomes a sine. This means that
we could use sine functions if we wanted instead of cosine functions. In these
formulas, V, and I, are called peak amplitudes. In the laboratory, we will often see
cosine voltages on an oscilloscope, where the zero of the voltage scale may not be
clear. For this reason, people usually measure the peak-to-peak voltage, V,,, shown
in Figure 1.3, rather than the peak voltage. The peak-to-peak voltage is twice the

~y

\4

Figure 1.3. Peak and peak-to-peak voltages.
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peak voltage. It is important to keep track of whether one is talking about peak
voltage, which is easier to use in mathematical formulas, or peak-to-peak voltage,
which is easier to measure on an oscilloscope.

We can calculate power by multiplying voltage and current. We write

P(t) = V)I(t) = V1, cos®(2nft). (1.9)
The power is not constant as it is for a steady voltage and current. We can separate
the power into a steady part and a variable part by writing

P(t) = % + <%) cos(4nft). (1.10)

The last term has zero average value, and so we can write the average power P, as

_ Wl

Po= 4 (1.11)

The factor of 2 in the denominator takes into account the fact that the voltage
and current vary over a cycle. This formula is for peak amplitudes. In terms of
peak-to-peak amplitudes, the average power becomes
Vool
p, = LI (1.12)
8
These formulas depend on the fact that the voltage and current are synchronized
so that they are both cosines. This is the situation for a resistor or a properly
adjusted antenna. However, for a capacitor or an inductor, one waveform is a
cosine and the other is a sine. The power becomes

P(t) = V,1, sin(2nft) cos(2nft) = (%) sin(4nft). (1.13)

The average power is zero. This means that an inductor or capacitor does not con-
sume power. However, we will see in the next chapter that they can store energy.

Radio waves travel at the speed of light, and this means that we can write a
simple relation between the frequency f and the wavelength A (the Greek letter
lambda) as

fr=c, (1.14)
where c is the velocity of light, given exactly as
¢ =299,792,458 m/s. (1.15)

For our purposes, 3.00 x 108 m/s is close enough. It is useful to be able to convert
between wavelength and frequency quickly. To do this, divide the quantity that
you know into 300:

f (MHz) = 300/A (m) or A (m) = 300/f (MHz). (1.16)

One reason that the wavelength is important is that it determines the antenna
size. Transmitting antennas need to be at least an eighth wavelength long to be
efficient. If the antenna is much shorter than this, most of the power will heat up
the wire rather than radiate as radio waves. For example, consider an AM station
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1.2 FREQUENCY 7

transmitting at 1 MHz, where the wavelength is 300 m. A large tower must be used
for the transmitting antenna. This wavelength would not be suitable for portable
telephones. In contrast, cellular phones use frequencies near 1 GHz, where the
wavelength is 30 cm, and the antennas need only be a few centimeters long.

At any time, there are thousands of radio services in use around the world.
Radios avoid interfering with each other by transmitting on different frequen-
cies. Television stations do the same thing, but the different frequencies are called
channels. In cellular phones the process is more complicated. In some systems,
different frequencies are assigned. These frequencies may change as a car moves
from the area covered by one antenna to another. In other cellular phone systems,
the phones may share a range of frequencies with other users but transmit with
different codes that allow them to be distinguished. The frequency bands that can
be used for different applications are assigned by the Federal Communications
Commission (FCC) in the United States and the corresponding communications
authorities in other countries. Radio waves propagate long distances, and for this
reason, the different communications authorities cooperate to help keep transmit-
ters in different countries from interfering with each other. One factor in assigning
frequencies is that waves at different frequencies travel different distances. For ex-
ample, frequencies below 30 MHz can propagate around the world by reflecting
off the ionosphere. Another factor is that some services like TV need large channel
spacings. Each TV channel takes up 6.5 MHz. In contrast, AM stations are 10 kHz
apart, and stations communicating by Morse Code may be only 500 Hz apart.
Table 1.2 gives the names for the radio bands.

Fundamentally, radios are limited by unwanted signals that are at the same
frequency as the signal we want. Sometimes these signals are produced by other

Table 1.2. Naming Radio Bands.

VLF (very low frequency, 3-30 kHz, or 100-10 km) — submarine communication (24 kHz)

long wave (30-300 kHz, or 10-1 km) - LORAN navigation system (100 kHz)

medium wave (300 kHz-3 MHz, or 1 km-100 m) — AM radio (500-1,600 kHz)

HF (high frequency or short wave, 3 MHz-30 MHz, or 100-10 m) — international
broadcasting, air and ship communication, amateur communication

VHF (very high frequency, 30 MHz-300 MHz, or 10-1 m) - television (channels 2—6:
54-88 MHz), channels 7-13: 174-216 MHz) and FM radio (88-108 MHz)

UHF (ultra high frequency, 300 MHz-1 GHz, or 1 m-30 cm) - television (channels 14-69:
470-806 MHz), cellular telephone (824-894 MHz)

microwaves (1-30 GHz, or 30-1 cm) — GPS (1.575 GHz), PCS (personal communications
services, 1.85-2.2 GHz), ovens (2.45 GHz), satellite TV (C-band: 3.7-4.2 GHz and
Ku band: 10.7-12.75 GHz)

millimeter waves (30-300 GHz, or 10-1 mm) - This is the frontier and many applications
are under development: car radar (76 GHz), computer networks inside buildings
(60 GHz), aircraft landing in fog (94 GHz).

submillimeter waves (frequencies greater than 300 GHz, wavelengths less than 1 mm) -
These frequencies are strongly absorbed by water vapor, and this limits them
to scientific applications such as radio astronomy and fusion-plasma diagnostics.

Note: The frequency and wavelength ranges are identified, together with the prominent
applications.
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transmitters at the same frequency, and we call this interference. In addition, there
are natural radio waves that are called noise. Noise appears at all frequencies, and
the noise at the receiver frequency is treated just the same way as the signal we
want. We hear the noise from a speaker as hiss. In a television receiver, noise makes
speckles on the screen that we call snow. There are many sources of noise. For ex-
ample, at the frequency used by the NorCal 40A, 7 MHz, the most important noise
source is lightning in tropical thunderstorms. The transistors in a transceiver also
produce noise, but typically the power is a thousand times less than the lightning
noise. However, if the antenna is small, the lightning noise is not received well,
and the transistor noise can dominate. At higher frequencies the noise may be
quite different. For example, in the UHF TV channels between 400 and 800 MHz,
radio waves from the center of the Milky Way dominate. At 12 GHz, which is used
for satellite TV transmissions, the most important noise may be radio waves from
the earth’s surface.

In the simplest form, a radio communications system consists of a transmitter,
with its antenna to launch the radio waves, and a receiver, with its antenna to
receive them. In TV and radio broadcasting, that is all there is, but for two-way
communications we need a transmitter and a receiver at each end. Typically these
are combined in one box to make a transceiver. In the NorCal 40A transceiver, the
transmitter and receiver share an oscillator circuit that determines the operating
frequency, and they share the antenna.

1.3 Modulation

A cosine waveform by itself does not tell us much. Usually we would like to send
a message, which might be an audio signal or a digital signal made up of 1s and
Os from a computer that might represent almost anything. We can include the
message in our transmitted signal by varying the amplitude or frequency. This is
called modulation. In amplitude modulation, or AM, we vary the amplitude. This is
used in AM radio stations. For example, if we have an audio signal a(t), we get an
amplitude-modulated signal by using it as the amplitude:

V(1) = a(t) cos(2ft). (1.17)

The signal a(t) is called the modulating waveform. Usually the voltage is not trans-
mitted in this form. We will see when we build an AM detector that it is easy to
recover the audio voltage if a cosine is added:

V(t) = V. cos(2nft) + a(t) cos(2rft). (1.18)

Here V, cos(2nf't) is the carrier. AM radio stations use this kind of signal. An AM
modulated waveform is shown in Figure 1.4a.

We can also modulate by varying the frequency. This is frequency modulation,
or FM. We can write an FM signal in the form

V(t) = V. cosCr(fc + a(b)t). (1.19)
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(@) (b)

Figure 1.4. AM waveform (a) and FM waveform (b). In each case, the modulating signal
is a cosine function. In AM, the amplitude changes, but the frequency stays the same.
In FM, the frequency varies, but the amplitude is constant.

An FM waveform is shown in Figure 1.4b. FM signals usually require wider chan-
nels than AM signals, but FM systems are usually better at rejecting noise and
interference. For this reason FM stations often program music, which is quite sen-
sitive to noise. In contrast, AM stations often emphasize talk shows and news,
which are less bothered by noise. Television uses both AM and FM - AM for the
picture, and FM for the audio.

For digital signals, a variety of modulation types are used. The oldest is Morse
Code, which may properly be considered digital modulation. In Morse Code, the
letters are sent as a series of short and long pulses (dits and dahs), and different
lengths of spaces are used to separate letters and words. This could be considered
a form of AM. Morse Code is traditionally sent by hand and decoded by ear.
A different approach that is better suited for machine reception is to use one
frequency for a 1 and another frequency for a 0. We write

V, cos(2rfit) foral,
V() = (1.20)
V, cos(2rfot) foraO.

You will also hear these called mark and space frequencies. This approach is called
frequency-shift keying, or FSK, and it is a form of frequency modulation. An FSK
signal is shown in Figure 1.5a. Another approach is to keep the frequency the
same, but to change the sign of the voltage. This is called phase-shift keying or

t

e

(@) (b)

Figure 1.5. An FSK waveform (a) and a PSK waveform (b). The modulating signal in
both cases is a series of alternating 1s and Os.
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PSK (Figure 1.5b):
+V, cos(2nft) foral,

V(t) =
—V, cos(2nft) foradO.

(1.21)
Some of the most sophisticated modulation approaches are found in computer
modems, where a combination of amplitude shifts and phase shifts are used.

1.4 Amplifiers

The radio signals that are received by an antenna are often weak, with typical
power levels in the range of one picowatt. To make the level convenient for listen-
ing, a huge increase in the power is required, in the range of a factor of a billion.
The device that does this is called an amplifier, and it is key to all electronic sys-
tems. Early amplifiers were made with vacuum tubes, but most amplifiers now are
made with transistors, which are smaller and lighter. Vacuum tubes can handle
much more power than transistors, however, so they are still found in high-power
transmitters. We will study several different amplifiers in the NorCal 40A. An am-
plifier is characterized by the gain, which is the ratio of output power to input
power. We write the gain G as

G=r/P, (1.22)

where P is the output power and P; is the input power. Figure 1.6a shows the
symbol for an amplifier that is used in circuit diagrams. Amplifiers also appear in
transmitters, because the signals are initially generated in low-power oscillators
and therefore must be amplified.

1.5 Decibels

In radio systems, power varies by enormous factors. International broadcasters
may transmit as much as a megawatt. Receivers work with signals that may be

cos (2nf, 1) %2 cos (27tf, 1)
- Y4 cos (2:;f_t)

cos (27f, 1)

(@) (b)

Figure 1.6. (a) Symbol for an amplifier that appears in circuit diagrams. The symbol
is a triangle that indicates the direction of power flow. (b) Operation of a mixer. The
symbol for a mixer is a circle with a large x inside it to indicate multiplication. The
inputs and outputs are distinguished by arrows.
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