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1

Language Use as Part of Linguistic Theory

1.1 Substance and Usage in Phonology

This book introduces into the traditional study of phonology the notion
that language use plays a role in shaping the form and content of sound
systems. In particular, the frequency with which individual words or
sequences of words are used and the frequency with which certain pat-
terns recur in a language affects the nature of mental representation
and in some cases the actual phonetic shape of words. It is the goal 
of the present work to explore to the extent possible at the present
moment the nature of the relation between the use of linguistic forms
on the one hand, and their storage and processing on the other.

To someone approaching linguistics from other disciplines, it might
seem odd that language use has not been taken into account in for-
mulating theories of language. However, since language is such a
complex phenomenon, it has been necessary to narrow the field of
study to make it manageable. Thus we commonly separate phonology
from syntax, synchrony from diachrony, child language from adult lan-
guage, and so on, constantly bearing in mind that interactions exist that
will eventually have to be taken into account. We then go on to for-
mulate theories for these domains – a theory of syntax, a theory of
phonology, a theory of language acquisition – knowing all the while
that the ultimate goal is to encompass all these subfields in one theory
of language.

Early in the twentieth century, a proposal was made to distinguish
the shared knowledge that a community of speakers has from the
actual uses to which that knowledge is put (de Saussure 1916). Many
researchers then focused their attention on the structure of that shared
knowledge (called ‘langue’ by Saussure and ‘competence’ by Chomsky
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1965) and paid little attention to language use in real time. The focus
on competence, or the structure of language, turned out to be
extremely productive. Structuralism provided linguists with a work-
shop of analytic tools for breaking down the continuous speech stream
into units, and these units into features; structuralism postulated hier-
archical relations among the units and assigned structures to different
levels of grammar, organizing language and the people who study it
into subfields – phonology, morphology, syntax, and semantics.

The present work proposes to demonstrate that the focus on struc-
ture needs to be supplemented with a perspective that includes more
than just structure, a view that includes two other important aspects of
the language phenomenon – the material content or substance of lan-
guage, and language use. The substance of language refers to the two
polar ends – phonetics and semantics – that language molds and struc-
tures, the two ends between which language forms the bridge. Lan-
guage use includes not just the processing of language, but all the social
and interactional uses to which language is put. For present purposes,
in the context of phonology, the frequency with which certain words,
phrases, or patterns are used will be shown to have an impact on
phonological structure. I will return to a discussion of these two aspects
of language and the role they play in past and future theories after
describing some recent developments in linguistics and related fields
that suggest a need for an enlarged perspective on language.

In the domain of morphosyntax, a substantial development beyond
structuralism has already taken place. The content of grammatical 
categories has been studied as a substantive rather than a structural
matter, for example, in crosslinguistic studies of subject, topic, noun,
verb, tense, aspect (Comrie 1976, 1985, Dahl 1985), mood, and so on.
Also use is being studied as a prime shaper of syntactic structure
(Givón 1979, Haiman 1994, Hopper and Thompson 1984, and others)
and morphological structure (Bybee 1985, Bybee et al. 1994, DuBois
1985). So far, no comparable development has occurred in phonology,
but there are several indicators that it is time to open up the field to
new questions and new sources of data and explanation.

Despite having looked carefully at matters of structure, having
defined and redefined units such as phoneme and morpheme (or for-
mative), having shifted and reshifted levels such as phonemic and mor-
phophonemic, we find that problems and questions still remain. Units
and levels do not submit to definitions that work for every case. We
still do not have strict definitions of even the most basic units, such as

2 Language Use as Part of Linguistic Theory



segment, syllable, morpheme, and word. Instead we find variation and
gradience commonplace in empirical studies, and we find phonological
phenomena intimately bound up with lexicon and morphology, syntax,
discourse, and social context.

Developments from outside linguistics also point to a new view of
language. Studies of natural categorization by psychologist Eleanor
Rosch and her colleagues have had an impact on the way that linguists
view categories, including word meaning (Lakoff 1987), grammatical
classes such as gender (Zubin and Köpcke 1981), verb classes (Bybee
and Moder 1983), grammatical functions such as subject and topic, and
phonetic categories (K. Johnson 1997, Miller 1994, and other ‘exem-
plar’ approaches to phonetic categories). In particular, these studies
show that the way human beings categorize both nonlinguistic and lin-
guistic entities is not by discrete assignments to categories based on the
presence or absence of features, but rather by comparison of features
shared with a central member. All category members need not have 
all of the features characterizing the category, but a member is more
central or more marginal depending on the number and nature of
shared features. Moreover, Nosofsky (1988) has shown that the per-
ceived center of a category can shift toward the more frequently expe-
rienced members.

A second development important to linguistic modeling is the 
development of computer models that can reproduce apparent 
‘rule-governed’ behavior as well as probabilistic behavior using 
parallel distributed processing (Daugherty and Seidenberg 1994,
Rumelhart and McClelland 1986, and others). In such models, labeled
connectionist models, structures are not given in advance (i.e., innate),
but take their form from the nature of the input, just as neurological
matter is structured by the input it receives. Connectionist models,
then, are quite compatible with usage-based theories of language.
Langacker (1987) and now Ohala and Ohala (1995) argue that storage
of linguistic percepts should be like the storage of other mental 
percepts.

Yet a third recent development applicable to a large array of sci-
ences is the study of complex systems and their emergent properties.
The basic idea behind emergence as it will be applicable here is that
certain simple properties of a substantive nature, when applied repeat-
edly, create structure. Lindblom et al. (1984) are, to my knowledge, the
first to apply the notion of emergent structure in linguistics. They illus-
trate emergence in the following way:
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Termites construct nests that are structured in terms of pillars and arches and
that create a sort of ‘air-conditioned’ environment. The form of these nests
appears to arise as a result of a simple local behavioral pattern which is followed
by each individual insect: the pillars and arches are formed by deposits of gluti-
nous sand flavored with pheromone. Pheromone is a chemical substance that is
used in communication within certain insect species. Animals respond to such
stimuli after (tasting or) smelling them. Each termite appears to follow a path of
increasing pheromone density and deposit when the density starts to decrease.
Suppose the termites begin to build on a fairly flat surface. In the beginning the
deposits are randomly distributed. A fairly uniform distribution of pheromone
is produced. Somewhat later local peaks have begun to appear serving as stimuli
for further deposits that gradually grow into pillars and walls by iteration of the
same basic stimulus-response process. At points where several such peaks come
close, stimulus conditions are particularly likely to generate responses. Deposits
made near such maxima of stimulation tend to form arches.As termites continue
their local behavior in this manner, the elaborate structure of the nest gradually
emerges. (Lindblom et al. 1984: 185–186)

Lindblom et al. point out that the importance of this notion for lin-
guistics is that structure can be explained without attributing a ‘mental
blueprint’ to the creatures creating the structure – that substance and
form are intimately related (see also Hopper 1987, Keller 1994). Note
further that in this example and others of emergence in complex
systems, substance and form are related via the process by which the
structure is created.

If we apply emergence to language, the substance and use interact
to create structure. The substance in question includes both phonetics
and semantics. Phonetic substance has always been included in the field
of phonology. Only a few phonologists have ever proposed that
phonology is independent of phonetics (see Postal 1968). On the con-
trary, most phonologists see phonetics as motivating phonology (for a
recent statement, see Hayes 1999). They have perhaps not always been
serious enough about pursuing the phonetic facts, however. One promi-
nent feature of generative phonology has been its disdain for the ‘low-
level’ phonetic properties of speech, properties that presumably border
on performance.

Semantics, on the other hand, has been considered irrelevant to
phonology. This would not seem to be such a serious allegation to level
at phonologists, except that phonological descriptions and theoretical
works are full of references to notions such as morpheme and word
boundaries – both of which delimit meaningful units – as well as to 
specific grammatical categories or specific morphemes. Generative
phonologists and Optimality Theory phonologists have proceeded as

4 Language Use as Part of Linguistic Theory



though the content of these categories did not matter. I have shown in
Bybee (1985) that the phonological fusion of morphemes reflects their
degree of semantic fusion, and in the chapters of this book, I will
explore further the relation between grammatical and lexical units and
phonological structure. Generative theories have largely neglected
such topics: even though morphological decomposition has played an
important role in the development of generative theories from The
Sound Pattern of English to Lexical Phonology and Optimality Theory,
the semantic derivations that should parallel the phonological ones
have never been attempted.

While substance has found its way into phonology from both the
phonetic and semantic end, use has been systematically excluded from
structuralist theories altogether.As mentioned earlier, distinctions such
as langue versus parole (de Saussure) and competence versus perfor-
mance (Chomsky) were specifically designed to set up a mental object
that is separate from the uses to which it is put and to designate the
mental object as the proper domain for linguistics. Of course, there is
some value in distinguishing mental representations from the social
activities upon which they are based, but totally excluding factors of
use from consideration ignores the potential relation between repre-
sentation and use. It is certainly possible that the way language is 
used affects the way it is represented cognitively, and thus the way it
is structured.

In fact, a good deal of progress in morphology and syntax has been
made in explaining specific phenomena by making just this assump-
tion. It has been shown that syntactic structures are the result of the
conventionalization of frequently used discourse patterns (e.g., DuBois
1985, Givón 1979), and that grammatical morphemes develop from
lexical morphemes in particular constructions through increases in the
frequency of use and through extension in use to more and more con-
texts (Bybee et al. 1994, Haiman 1994). Greenberg (1966) has demon-
strated that markedness effects are directly related to frequency of use,
with unmarked members of categories being the most frequent, and
Tiersma (1982) has shown that this hypothesis also explains cases of
local markedness in morphology. Psycholinguists have long known that
high-frequency words are accessed faster than low-frequency ones, and
I have argued that high-frequency irregular morphological formations
tend to maintain their irregularities precisely because of their high 
frequency (Bybee 1985, Hooper 1976b). In all of these findings we have
a dynamic aspect – language structure is becoming or remaining
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because of the way language is used. Thus the emphasis on the static,
synchronic language as the object of study has given way to the view
of language as slowly, gradually, but inexorably mutating under the
dynamic forces of language use.

Very little attention has been given to phonology in this usage-based
approach to language, yet these same ideas can be applied to phono-
logical phenomena with very interesting results. It is the purpose of this
book to explore the phenomena that have traditionally been studied
as phonology, reevaluating structural notions in terms of use and sub-
stance.The successes of structuralism in its various guises are not being
discarded. Rather structural notions will first be empirically evaluated
to ascertain their viability, then the basis of such notions will be con-
sidered, and the role that substance and especially, use, plays in the phe-
nomena will be discussed. The phenomena discussed here point to a
deep involvement of phonology with lexicon and grammar, and a role
for both token and type frequency in shaping phonological structure.
A dynamic view of language is taken here, one that integrates both 
synchronic and diachronic sources of explanation.1

1.2 Some Basic Principles of a Usage-Based Model

The ideas that I will apply to phonology are for the most part already
present in the literature and are now shared by a number of linguists,
phoneticians, and psychologists. A brief statement of these ideas
follows.

1. Experience affects representation. The use of forms and patterns
both in production and perception affects their representation in
memory. High-frequency words and phrases have stronger rep-
resentations in the sense that they are more easily accessed and
less likely to undergo analogical change. Low-frequency words
are more difficult to access and may even become so weak as to
be forgotten. The lexical strength of words may change as they
are used more or less in different contexts. Patterns (represented
as schemas, see below) that apply to more items are also stronger
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and more accessible, and thus more productive than those apply-
ing to fewer items. This is in contrast to modular approaches in
which representations and rules or constraints are all static and
fixed, and in which all rules or representations in the same com-
ponent have the same status (for instance, all being equally acces-
sible no matter how many forms they apply to).

2. Mental representations of linguistic objects have the same 
properties as mental representations of other objects. Of course,
this is the simplest assumption we can make – that the brain 
operates in the same way in different domains. One consequence
of this assumption is that mental representations do not have 
predictable properties abstracted away from them, but rather 
are firmly based on categorizations of actual tokens. As 
Langacker (1987) and Ohala and Ohala (1995) have pointed 
out, if predictable properties are taken away from objects,
they become unrecognizable. (See Chapter 2 for further 
discussion.)

3. Categorization is based on identity or similarity. Categorization
organizes the storage of phonological percepts. What form this
categorization takes is an interesting question and one that can
be approached through phonetic and psychological experimen-
tation as well as through analogies with findings in other percep-
tual domains. From structural linguistic analysis we can already
identify many different types of relations among linguistic objects
– for example, the relation between two phonetic tokens of the
same word, that between tokens of the same morpheme in dif-
ferent words, and that between two similar phones in different
words in the same or different contexts.

4. Generalizations over forms are not separate from the stored 
representation of forms but emerge directly from them. In 
Langacker’s terms, there is no ‘rule/list separation’ (see Chapter
2). Generalizations over forms are expressed as relations 
among forms based on phonetic and/or semantic similarities. New
forms can be produced by reference to existing forms, but most
multimorphemic words are stored whole in the lexicon.

5. Lexical organization provides generalizations and segmentation
at various degrees of abstraction and generality. Units such as
morpheme, segment, or syllable are emergent in the sense that
they arise from the relations of identity and similarity that 
organize representations. Since storage in this model is highly

1.2 Some Basic Principles of a Usage-Based Model 7



redundant, schemas may describe the same pattern at different
degrees of generality (Langacker 2000).

6. Grammatical knowledge is procedural knowledge. Anderson
(1993) and Boyland (1996) distinguish declarative or proposi-
tional knowledge (e.g., ‘Washington, DC is the capital of the
United States’) from procedural knowledge (how to drive a car,
tie your shoelaces, and so on). While linguistic knowledge is in
part declarative (in the sense that we can cite the meanings of
words, for instance), much linguistic knowledge is procedural
(Boyland 1996). A native speaker can form an acceptable sen-
tence quite automatically, yet be unable to explain how this was
done or to list what the properties of an acceptable sentence are.
Thinking of grammatical constructions as procedural units has
profound consequences for our view of phonology. Phonology
then becomes a part of the procedure for producing and decod-
ing constructions, rather than a purely abstract, psychological
system.

1.3 The Creative Role of Repetition

Usage-based functionalism emphasizes language as a conventional-
ized, cultural object. In order to understand the nature of language, we
need to understand what it means for behavior to be conventionalized.
Haiman (1994, 1998) discusses grammar as ritualized behavior and
points to various properties of both ritual and grammar that are the
result of repetition. It is useful here to distinguish between a ritual and
a convention: though both represent repeated behavior, a ritual can 
be individual and idiosyncratic, but a convention is agreed upon
socially and evokes a consistent response in other members of a society
(Tomasello et al. 1993). What both concepts have in common is that
their structure is shaped by repetition. The following is a summary of
some aspects of language that are shaped by repetition.

Through repetition we get lexical strength – strong, easily accessible
representations, such as a greeting when you see someone you 
know or responses such as ‘thank you’ and ‘you’re welcome’; that is,
any kind of learned automatic response. It is repetition that ritualizes
these responses and makes them readily available. These are just
extreme examples of a general phenomenon that pervades linguistic
representation – repetition leads to strength of representation (Bybee
1985).

8 Language Use as Part of Linguistic Theory



Repetition also leads to reduction of form. This is true of nonlin-
guistic gestures such as making the sign of the cross. It is true in non-
human rituals: among chimpanzees (according to Plooij 1978, cited in
Haiman 1994) the original gesture of lying down is reduced to just
leaning slightly backwards. And it is true of language in many obvious
cases. Greetings become reduced, (how are you becomes hi), gram-
maticizing phrases with increasing frequency reduce and compress
(going to becomes gonna), and, in less obvious cases, there is a general
frequency effect in reductive sound changes (see Section 1.4).

Repetition also leads to the reduction of meaning. This reduction or
bleaching of meaning can be related to what Haiman calls habituation,
or the loss of impact due to repetition. Habituation is also a general
phenomenon, not restricted to language or to humans. It is ‘a decline
in the tendency to respond to stimuli that have become familiar due to
repeated or persistent exposure’ (Haiman 1994:7). We recognize habit-
uation in the trivialization by repetition of great music (Beethoven’s
Fifth Symphony) or great art (Van Gogh’s sunflowers). We also find it
in language in cases where the emphatic becomes the normal. For
instance, in the French negative construction ne . . . pas, pas, literally
‘step’, was once an emphatic added to the original negative ne, but is
now obligatory and nonemphatic.

Finally, and perhaps most importantly, repetition leads to emanci-
pation. In emancipation, instrumental actions are disassociated from
their original motivation and are free to take on a communicative func-
tion instead. The military salute derives from the more instrumental
gesture used in the Middle Ages when knights in armor greeted one
another. They raised the visor of their helmet to show their faces as an
indication of a peaceful greeting. The armor is gone, the visor is gone,
but a reduced form of the gesture remains, though without its instru-
mental function. It no longer raises the visor, but it has been imbued
instead with the function of communicating respect for the military
hierarchy.

Applications of the principle of emancipation through repetition in
language involve all sorts of cases of conventionalization, and most
commonly, cases in which one communicative function is replaced by
another. For instance, the inquiry into someone’s current state of being,
how are you, is not just reduced phonologically to hi, but also is eman-
cipated from its original communicative value and now serves simply
as a greeting. (A more conservative function of hi is found in some
dialects of Black English where speakers commonly respond to hi with

1.3 The Creative Role of Repetition 9



fine). Emancipation is also richly illustrated in the process of gram-
maticization during which words lose their categoriality. For instance,
verbs become auxiliaries and sometimes affixes, and also become dis-
associated from their lexical meaning and take on pragmatic or gram-
matical functions, as when be going to loses its motion sense and
becomes a future marker.

Haiman (1994) demonstrates that the development of ritual is a
common process in the animal kingdom, and by no means restricted to
humans, or even primates, as dog and cat owners can attest. He further
argues (Haiman 1998) that ritualization is the basis for the develop-
ment of grammar. The process of grammaticization depends upon rep-
etition and is characterized by the reduction of both meaning and form,
by strong entrenchment of patterns, and by emancipation in the sense
that forms in their grammaticizing constructions often shift from pro-
positional meaning to discourse-oriented functions (Traugott 1989).
Our understanding of the ritualization process can be applied to
syntax, as Haiman has shown, but also to phonology, as we investigate
the role of repetition in the structuring of phonological patterns and
lexical representations.

1.4 Frequency Effects

Much is already known about frequency effects in language, and much
remains to be learned. In this section, I will lay out the basic notions
and terminology that will be taken up again in later chapters.

There are two ways of counting frequency of occurrence that are
applicable to language: token frequency and type frequency. TOKEN

FREQUENCY is the frequency of occurrence of a unit, usually a word,
in running text – how often a particular word comes up. Thus broke
(the past tense of break) occurs 66 times per million words in Francis
and Kučera (1982), while the past tense verb damaged occurs 5 times
in the same corpus. In other words, the token frequency of broke is
much higher than that of damaged.

TYPE FREQUENCY refers to the dictionary frequency of a particular
pattern (e.g., a stress pattern, an affix, or a consonant cluster). For
instance, English Past Tense is expressed in several different ways, but
the expression with the highest type frequency is the suffix -ed, as in
damaged, which occurs on thousands of verbs. The pattern found in
broke has a much lower type frequency, occurring with only a handful
of verbs (depending upon how you count them: spoke, wrote, rode,
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etc.). The penultimate stress pattern of Spanish has a very high type
frequency, occurring with about 95% of nouns and adjectives that end
in vowels (abuéla, camíno, pronómbre), while antepenultimate stress
has a much lower type frequency (claúsula, fonológica). One can also
count the token frequency of such patterns – that is, how often the
pattern occurs in running text.

1.4.1 Token Frequency

Token frequency has two distinct effects that are important for phonol-
ogy and morphology. In one frequency effect, phonetic change often
progresses more quickly in items with high token frequency.This effect
is particularly noticeable in grammaticizing elements or phrases 
that undergo drastic reduction as they increase in frequency. Thus be
going to, which is becoming a future marker in English, is reduced 
to [�g� ə] or even further reduced in phrases such as I’m gonna
to [�aimə ə]. Similarly, the conventionalized contractions of English are
reduced due to their high frequency: I’m, I’ll, I’ve, can’t, don’t, won’t,
and so on (Krug 1998). But the effect occurs on a more subtle level as
well: regular sound change in many cases progresses more quickly in
items of high token frequency.There is a tendency in American English
for syllabicity to be lost in sequences of unstressed schwa + resonant,
as in every, camera, memory, and family. This reduction is more
advanced in words of higher frequency (such as those just named) than
in words of lower frequency, such as mammary, artillery, homily
(Hooper 1976b). The loss of final [t] or [d] after a consonant is also
more common in words of higher frequency, such as went, just, and and.
In fact, a general effect of token frequency on the rate of deletion has
been found for 2000 tokens of final [t] or [d] (Bybee 2000b).2

If sound changes are the result of phonetic processes that apply in
real time as words are used, then those words that are used more often
have more opportunity to be affected by phonetic processes. If repre-
sentations are changed gradually,with each token of use having a poten-
tial effect on representation, then words of high frequency will change
at a faster rate than will words of low frequency.3 The streamlining of

ɾ˜
ɾ˜
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high-frequency words and phrases has the effect of automatizing pro-
duction. Any motor activity that is repeated often becomes more effi-
cient. The first effect of frequency, then, is to automate production
(Boyland 1996). (For further discussion, see Chapter 3.)

The second effect of frequency seems to contradict the first, since it
makes items more resistant to change, but it concerns change of a dif-
ferent kind. High frequency encourages phonetic change, but it renders
items more conservative in the face of grammatical change or analog-
ical change based on the analysis of other forms (Phillips 2001). For
example, high-frequency forms with alternations resist analogical lev-
eling: while English weep / wept, creep / crept, and leap / leapt have a
tendency to regularize to weeped, creeped, and leaped, respectively, the
high-frequency verbs with the same pattern, keep / kept, sleep / slept
show no such tendency (Bybee 1985, Hooper 1976b). As a result, mor-
phological irregularity is always centered on the high-frequency items
of a language. This conservatism of much-used expressions can also be
found on the syntactic level (Bybee and Thompson 2000). It has often
been observed that pronouns show more conservative behavior than
full noun phrases. English pronouns, for example, maintain distinct
forms for nominative and oblique case, while nouns have lost these case
distinctions. The position of pronouns sometimes reflects an earlier
word order. Similarly, verbal auxiliaries, which are very frequent, often
retain conservative syntactic characteristics.The English auxiliaries, for
instance, retain the ability to invert with the subject, and they precede
rather than follow the negative, both properties once shared by all
verbs (Bybee to appear).

This conserving effect of frequency places some items outside the
domain of the regular combinatorial patterns of the language. Their
frequency gives them a high level of lexical strength. That is, they are
so engrained as individual patterns that they are less likely to change
even if general changes are occurring in the language. To account for
this entrenchment effect, I have proposed (Bybee 1985) that repre-
sentations are strengthened whenever they are accessed. This strength-
ening makes them subsequently easier to access and also more
resistant to some forms of change.

1.4.2 Type Frequency and Productivity

Another major effect of frequency and thus of usage is the effect of
type frequency in determining productivity. Productivity is the extent
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to which a pattern is likely to apply to new forms (e.g., borrowed items
or novel formations). It appears that the productivity of a pattern,
expressed in a schema, is largely, though not entirely, determined by its
type frequency: the more items encompassed by a schema, the stronger
it is, and the more available it is for application to new items. Thus, the
English Past Tense -ed applies to thousands of verbs and is much more
productive than any of the irregular patterns, which are highly
restricted in the number of verbs to which they apply (Bybee 1985,
1995; MacWhinney 1978; see also Chapter 5).

Since type frequency is based on the number of items matching 
a particular pattern, it is also relevant for determining the relative
strength of phonotactic patterns, stress patterns, and other phonologi-
cal patterns applying at the word level. Recent studies have shown that
subjects’ judgments of the relative acceptability of nonce items with
occurring and nonoccurring phonotactic patterns are based on the dis-
tribution of these patterns in the lexicon. Patterns with high type fre-
quency are judged to be more acceptable than patterns with low type
frequency (Pierrehumbert 1994b, Vitevitch et al. 1997, and others;
see Chapter 4.7). In addition, for classes defined by morphological,
phonotactic, or stress patterns, type frequency interacts with the degree
of similarity of the members of the class such that a smaller number 
of highly similar items (a ‘gang’) can also evince limited produc-
tivity (Aske 1990, Bybee and Moder 1983, Frisch et al. 2001; see also
Chapter 5).

The importance of productivity of both phonological and morpho-
logical schemas to our understanding of cognitive representations of
language cannot be overstated. Productivity provides us with evidence
about the generalizations that speakers make, and it is important to
stress that speakers’ generalizations are not always the same as those
devised by linguists on the basis of distributional evidence. Distribu-
tional evidence often recreates past stages of a language and does not
reveal the restructuring and reanalysis that the patterns might have
undergone. Productivity can be used as a diagnostic to determine which
patterns are fossilized, and which represent viable schemas accessible
to speakers.

1.4.3 Frequency Effects in Other Theories

The proposal that frequency of use affects representation suggests a
very different view of lexical storage and its interaction with other
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aspects of the grammar or phonology than that assumed in most
current theories. Structuralist and generative theories assume that the
lexicon is a static list, and that neither the rules nor the lexical forms
of a language are changed at all by instances of use. Similarly, as 
Pierrehumbert (1999) points out, all versions of Optimality Theory
(Hayes 1999, Prince and Smolensky 1993, 1997) posit a strict separa-
tion of lexicon and grammar that makes it impossible to describe 
any of the interactions of phonology with the lexicon that are attested
in the literature, many of which have just been mentioned: for instance,
the fact that many phonological changes affect high-frequency items
first, and the fact that the strength of phonotactic constraints is directly
related to the number of items they apply to in the existing lexicon.
Hammond (1999) identifies an effect of frequency in cases of the 
application of the Rhythm Rule and proposes that an Optimality
Theory account of the facts can include item-specific constraints
inserted into the constraint hierarchy. But such a proposal neither fits
well with other properties of Optimality Theory nor does it provide an
account for why words and phrases of different frequencies of use
behave differently.

1.5 Phonology as Procedure, Structure as Emergent

If we conceptualize phonology as part of the procedure for producing
and understanding language, the phonological properties of language
should result from the fact that it is a highly practiced behavior asso-
ciated with the vocal tract of human beings. To move away from the
more abstract views of phonology, it is perhaps useful to compare
speaking to other fairly complex but repetitive neuromotor activities,
such as playing the piano. When a person learns to play the piano, he
or she learns not just to strike notes, but to strike notes in sequence.
Each piece of music has its own sequence of notes that must be learned.
Practice is essential; the motor patterns that lead to the fluent, striking
of longer and longer sequences of notes must be automated for a piece
to begin to sound like music. With practice, the transitions between the
notes become more fluent, and the speed of execution automatically
increases. In order to maintain the correct rhythm and tempo, the
player must at times hold back and not play every note as fast as 
possible.

An important result of learning to play several pieces is that new
pieces are then easier to master. Why is this? I hypothesize that the
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player can access bits of old stored pieces and incorporate them into
new pieces. The part of a new piece that uses parts of a major scale is
much easier to master if the player has practiced scales than is a part
with a new melody that does not hearken back to common sequences.
This means that snatches of motor sequences can be reused in new con-
texts. The more motor sequences stored, the greater ease with which
the player can master a new piece.

Storage and access to motor sequences implies categorization in
storage. Even after the A Major scale is mastered as an automated unit,
subsequences of the scale can still be accessed for use elsewhere. Con-
nections are made between intervals that recur in different pieces.

Some analogies with the acquisition and use of phonology are
obvious here. Children learn phonological sequences as parts of words,
never independently of words. Articulatory routines that are already
mastered are called forth for the production of new words, leading to
a tendency of children to expand their vocabulary by acquiring words
that are phonologically similar to those they already know (Ferguson
and Farwell 1975, Lindblom 1992). This tendency leads to the struc-
turing of the phonological sequences across words and the limiting of
the potentially immense phonetic inventory. Put another way, the 
repetition of gestures and sequences across words allows relations of
identity and similarity to develop in stretches of speech, giving rise 
to segment, syllable, and foot-sized units.

With practice, speakers become more fluent in stringing words
together, and this fluency and automation is characterized by the
smoothing of transitions and overlapping of movements constrained
by the need to retain information value. Some repeated sequences
become highly automated and reduced in form. At the same time,
speakers must be able to access and recruit sequences into new com-
binations to express their thoughts and intentions. With practice, the
ability to produce new combinations is also enhanced, probably by the
storage of multiword constructional schemata (Bybee 1998, Pawley
and Syder 1983). The use of novel combinations, however, does not
constitute as large a percentage of spontaneous speech as one might
suppose. Erman and Warren (1999) estimate that about 55% of the
spoken and written texts they analyzed consisted of prefabricated 
multiword sequences.

Grammatical and phonological structure emerge from the facts of
co-occurrence in language use. Words that commonly occur together –
for instance, nouns and their determiners, or verbs and their objects –
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begin to behave as constituents.The more commonly they co-occur, the
tighter their constituency becomes (Bybee and Scheibman 1999; see
also Chapter 6). Phonological structure is affected by use in that artic-
ulatory accommodations occur as the result of real language use. This
is the sense in which grammar can be said to be emergent.

Emergence in language is much more complex than the emergence
described earlier of the structure of the termite nest. The main differ-
ence is that human beings are much more intelligent than termites.
First, the experiences of human beings in using language are registered
in the brain, are categorized there, and gain some of their structure
from categorizing capabilities of the mind. Second, the use of language
by humans is goal-oriented or purposeful. The purpose is to commu-
nicate thoughts, perspectives, needs, desires, and so on. Note that the
purpose of communicative acts is to communicate, not to create
grammar. Yet the result of innumerable communicative acts is to
change language and to create and recreate grammar (Bybee et al.
1994, Keller 1994).

Thus, functional constraints are manifested in specific languages
through individual acts of language use. If there is a constraint 
comparable to the no coda constraint of Optimality Theory, it is a
result of the phonetic tendency to reduce and coarticulate coda 
consonants more than onset consonants. This tendency manifests itself
in every instance of language use in languages that have coda conso-
nants, reducing these consonants by very small degrees. Eventually,
coda consonants are lost in such languages, leaving a language with 
a reduced number of coda consonants or none at all. Since no compa-
rable tendency operates on onset consonants, the result is that some
languages lack codas, but that no languages lack onsets. Thus, the inter-
section of phonetic grounding and language-specific and typological
properties takes place in the individual speaker in multiple instances
of language use.

1.6 Organization of the Book

The goal of this book is to propose a unified account of some of the
major empirical phenomena that have been examined in phonological
theory in recent decades as well as less familiar phonological phe-
nomena that provide evidence for the importance of usage in under-
standing phonological structure. In Chapter 2, I present the model of
representation proposed for morphology in Bybee (1985) and show

16 Language Use as Part of Linguistic Theory



how it can be used to accommodate phonological representation and
to model various usage effects. Chapter 3 argues for the need for pho-
netic detail in lexical representations and shows how variation and
sound change can be modeled in an exemplar representation. Chapter
4 discusses patterns of phonetic implementation in terms of articula-
tory gestures and argues for certain strong constraints on sound
change. Here also, the acceptability of phonological patterns in the
lexicon, or phonotactic patterns, are discussed in terms of their distri-
bution in the existing lexicon. Chapter 5 presents what is known to date
about the interactions of morphology with phonology; it includes a dis-
cussion of morphologization, of the differences between patterns based
on morphology from those based on phonology, and of the role of type
and token frequency and similarity in the formation of productive
classes. Chapter 6 treats sequences larger than a word and demon-
strates through the study of sound change in progress that words are
the basic units of memory storage, but that longer sequences of high
frequency as well as constructions can also be stored in memory and
processed as chunks. Chapter 7 studies lexicalized sandhi alternations,
using French liaison as the example, and demonstrates that the loss of
liaison in certain contexts corresponds to morphological regularization
in that high-frequency contexts maintain liaison longer. The implica-
tion of this finding is that phrases and constructions with liaison are
stored in memory much as morphologically complex words are. Finally,
Chapter 8 delves into the theoretical status of universals or crosslin-
guistic tendencies, arguing that there is an essential diachronic com-
ponent to any attempt to explain linguistic structure or to account for
universals of language.

1.7 Language as a Part of Human Behavior

A basic assumption of this book is that the cognitive and psychologi-
cal processes and principles that govern language are not specific to
language, but are in general the same as those that govern other aspects
of human cognitive and social behavior. Our enormous memory capac-
ity, fine motor control, the ability to categorize experience, and the
ability to make inferences may be fine-tuned for language, but are all
clearly used in other domains as well. This means that the principles
underlying language could be studied using the methods and theories
of psychologists or even biologists. It also means, however, that the dis-
coveries of linguists could unveil principles useful in the more general
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understanding of human psychology. This book is a linguist’s book: it
applies the established methods and data of linguists to the under-
standing of language as an emergent system resulting from the general
cognitive capacities of humans interacting with language substance
over many instances of language use.
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