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multicomparisons, confidence intervals, 4
multidirectional edges, 86
multiple comparison S-method, 152
multiple comparison techniques, 4
multiple comparisons, 30
multiple linear regression model, 186
multiple projections of object, 90
multipurpose segmentation algorithm, 129
multivariate normal distribution, 33
n-dimensional vector, 8
n×p matrix, 8
nested design algorithm, 143
nested design approach, 6
nested design model, 129, 133
nested two-factor design, 133
Neter, J., 7
Neyman–Pearson detector, 153, 178
noise, 6, 183, 195
noise component, 8, 21
noise contamination, 156
noise dissipation, 160
noise variance, 49, 51
noise vector, 8
noisy environments, 91
noisy image, 86
nominal contrast, 104
non-Gaussian noise, 189
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$P_0$, 178
peaked probability density function, 2
Pearson and Hartley, 177
performance analysis, 156–179
performance criterion, 158
permutation matrices, 5, 100, 101, 124
pixels
  adjacent, 52
  background, 91
  badly corrupted, 181
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rotation transformation, 118
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row contrast, 47, 75
row effects, 14, 15, 41
row scanning, 123
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sample mean effect estimates, 48
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set 5 of indexes, 19
set of treatments, 182
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shift in mean, 39
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ship discrimination, 93
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significant visual contrast, 47
simulation results, 3, 192
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small sample theory, 167
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symmetric balanced incomplete blocks, 4
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symmetrical incomplete block design (SBIB), 147
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tabulated threshold, 14
target, 94, 108, 124
target arrays, 91, 94, 100
target extraction, 118
target-to-background pixel ratio, 102
targeted objects, 90
TCM form, 53
TCM matrix, 52
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template, 85, 91, 108
template array, 94
template matching technique, 94
template reference, 91
tensored correlated model, 52
tensored form, 81, 99, 183
test contrast, 92
test feature, 68
test object, 91
test of heterogeneity of global array, 124
test of sharpness, 71
test of means of populations, 10
test statistic, 11, 18
tests of shape for lines, 62
texture, 57, 128
texture edges, 5
thickening effect, 41
thickening problems, 65
thickness, 82
three-dimensional images, 93
three-dimensional object detection, 90
three-pixel line, 151
threshold, 50, 92
threshold testing scheme, 58
thresholding scheme, 61
tile, 129, 135
tile homogeneity, 136
tile merging, 142
tile segmentation, 132
topological mapping strategies, 93
trajectories, 4, 56–58, 61, 65
trajectory detection, 36, 55, 57, 59, 61, 65, 93, 149
trajectory elements, 57
trajectory of meteorites, 35
transformation, 93
transformation P, 10
transformation rules, 95
transformation-based object detection, 5, 94, 122, 123
transformed data approach, 93
transformed observations, 100
transformed spaces, 92, 95
translation in the transformed space, 92
treatment and block effects, 27
treatment group, 63
treatment level, 62
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Tukey, 30, 31
Tukey method, 4, 30
Tukey’s honestly significant difference test (HSD), 75
two-dimensional object detection, 90, 91
two-factor nested design, 132
two-sample tests, 170, 171
two-stage approach, 6, 196
two-step process, 128
two-way design, 34, 36, 174
two-way layout, 7, 24, 90
two-way layout parameterization, 5, 124
two-way model, 98
$U$-form, 172
UMP, 2, 35
UMP-invariant, 39
unbiased estimate, 55, 58, 107, 109
unbiased estimators, 33
unbiased linear estimate, 32, 107
unequal nesting, 133
unequal number of replicates, 133
undershoot correction, 160
unidirectional line detection, 36
unidirectional problem, 65
uniformity criterion, 128
uniformly most powerful (UMP), 2, 35
unique unbiased linear estimate, 32
unit effects, 60, 61
unit step function, 150
unit-based approach, 61
V curve, 155, 178
validity of results, 29
variable threshold approach, 1
variance, 107
variance analysis, see ANOVA
variance of contrast function, 154
vector form, 174
vector of estimate, 98
vector of orthogonal data, 10
vector space $\Omega$, 8
vertical effects, 69
vision, human, 118, 120
vision problems, 90
visual comparison, 192
visual contrast, 47
visual equivalence, 5, 95, 123
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