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Summary of notation

Substitutions

$R, S, T, U, \ldots$ Substitutions (capture avoiding) of types for type variables.
$id$ The identity substitution.
$RS$ Composition of substitutions $R$ and $S$.
$S[\tau_1/t_1, \ldots, \tau_n/t_n]$ Substitution mapping each $t_i$ to $\tau_i$, and any other variable $t$ to $St$.
$[\tau_1/t_1, \ldots, \tau_n/t_n]$ Abbreviation for $id[\tau_1/t_1, \ldots, \tau_n/t_n]$.
$S[\tau_i/t_i]$ Substitution mapping each $t_i$ to $\tau_i$ as $i$ ranges over some (implicit) set of index values, and any other variable $t$ to $St$.
$[\tau_i/t_i]$ Abbreviation for $id[\tau_i/t_i]$.
$R = S$ Equality of substitutions, ignoring 'new' variables, Section 3.4.2, page 26.

Terms

$E, F, \ldots$ Term expressions.
$x, y, \ldots$ Term variables, Section 3.1.2, page 18.
$EF$ Application of $E$ to $F$, Section 3.1.2, page 18.
$\lambda x. E$ $\lambda$-abstraction, Section 3.1.2, page 18.
let $x = E$ in $F$ Local definition of $x$ in $F$, Section 3.1.2, page 18.
$\lambda v. E$ Evidence abstraction, Section 4.2, page 34.
If $v = v_1, \ldots, v_n$ is a list of evidence variables, then $\lambda v. E$ is used as an abbreviation for $\lambda v_1, \ldots, \lambda v_n. E$, Section 4.2, page 35.
$E e$ Evidence application, Section 4.2, page 34.
If $e = e_1, \ldots, e_n$ is a list of evidence expressions, then $E e$ is used as an abbreviation for $(\ldots (E e_1) \ldots) e_n$, Section 4.2, page 35.
$FV(E)$ Term variables appearing free in $E$, Section 3.1.2, page 18.
### Summary of Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>([E/x]F)</td>
<td>Capture free substitution of (E) for each free occurrence of (x) in (F), Section 3.1.2, page 18.</td>
</tr>
<tr>
<td>(id)</td>
<td>The identity term (\lambda x.x).</td>
</tr>
<tr>
<td>(Erase\ E)</td>
<td>Erasure of (E), Section 5.2, page 47.</td>
</tr>
</tbody>
</table>

### Predicates and evidence

- \(\pi, \pi', \ldots\) Predicates.
- \(P, Q, R, \ldots\) Predicate sets/assignments.
- \(e, f, g, \ldots\) Evidence expressions (also used to represent lists of evidence expressions), Section 4.2, page 34.
- \(u, v, w, \ldots\) Evidence variables (also used to represent lists of evidence variables), Section 4.2, page 34.
- \(v : P\) Predicate assignment. If \(v = u_1, \ldots, u_n\) is a list of evidence variables and \(P = \pi_1, \ldots, \pi_n\) is a list of predicates, then \(v : P\) is used as an abbreviation for the predicate assignment \(v_1 : \pi_1, \ldots, v_n : \pi_n\), Section 4.2, page 35.
- \(EV(e)\) Type variables appearing free in \(\sigma\), Section 4.2, page 34.
- \(\emptyset\) The empty set/predicate assignment, Section 2.1, page 7.
- \(P, Q\) Union (concatenation) of \(P\) and \(Q\), Section 2.1, page 7.
- \(P \vdash Q\) Predicate entailment, Section 2.1, page 6.
- \(P \vdash e : Q\) Construction of evidence \(e\) for \(Q\) from predicate assignment \(P\), Section 4.2, page 34.
- \(P \vdash e = f : Q\) Evidence equality judgement, Section 5.4.1, page 49.

### Types and type schemes

- \(\sigma, \eta, \ldots\) OML Type schemes, Section 3.1.1, page 17.
- \(\rho, \rho', \ldots\) Qualified types, Section 3.1.1, page 17.
- \(\tau, \nu, \mu, \ldots\) Simple types, Section 3.1.1, page 17.
- \(t, \alpha, \beta, \gamma, \ldots\) Type variables, Section 3.1.1, page 17.
- \(\forall T.\sigma\) Polymorphic type, Section 3.1.1, page 17.
Summary of Notation

\[ P \Rightarrow \sigma \]
Qualified type, Section 3.1.1, page 17.

If \( \sigma = Q \Rightarrow \tau \) and \( P, Q \) are predicate sets then \( P \Rightarrow \sigma \) is used as an abbreviation for \( (P, Q) \Rightarrow \sigma \), Section 3.1.1, page 17.

If \( P = \pi_1, \ldots, \pi_n \) is a list of predicates, then \( P \Rightarrow \sigma \) is used as an abbreviation for \( \pi_1 \Rightarrow \ldots \Rightarrow \pi_n \Rightarrow \rho \), Section 4.2, page 35.

\( (P|\sigma) \)
Constrained type scheme, Section 3.2.1, page 19.

\( T(\tau) \)
The set of all simple type expressions, Section 3.1.1, page 17.

\( TV(\sigma) \)
Type variables appearing free in \( \sigma \), Section 3.1.1, page 17.

\( AV(\sigma) \)
Ambiguous type variables in \( \sigma \), Section 5.8.3, page 64.

\( \text{Gen}(A, \rho) \)
Generalisation of \( \rho \) with respect to \( A \), Section 3.2.4, page 22.

\( (P|\sigma) \leq (Q|\eta) \)
Ordering on constrained type schemes, Section 3.2.1, page 20.

\( C : (Q|\eta) \Rightarrow (P|\sigma) \)
Conversion \( C \) from \( (Q|\eta) \) to \( (P|\sigma) \), Section 5.5, page 54.

\( C' \circ C \)
Composition of conversions, Section 5.5, page 55.

\( \tau \approx \tau' \)
Most general unifier \( U \) of \( \tau \) and \( \tau' \), Section 3.4.1, page 26.

Typing judgements and related notation

\( A, A', \ldots \)
Type assignments, Section 3.1.3, page 18.

\( \text{dom} A \)
Domain of type assignment \( A \), Section 3.1.3, page 18.

\( A, x: \sigma \)
Type assignment obtained from \( A \) by adding a new binding for \( x \), Section 3.1.3, page 18.

\( A(x) \)
Value assigned to \( x \) in type assignment \( A \), Section 3.1.3, page 18.

\( P | A \vdash E : \sigma \)
Typing judgement, Section 3.1.3, page 18.

\( P | A \not\vdash E : \sigma \)
Syntax-directed typing judgement, Section 3.3.1, page 23.

\( P | A \vdash E : \sigma \)
Type inference algorithm judgement, Section 3.4.2, page 26.

\( P | A \vdash E \Rightarrow F : \sigma \)
Typed translation judgement, Section 5.2, page 47.

\( P | A \vdash E \triangleright F : \sigma \)
Typed reduction judgement, Section 5.4.2, page 50.

\( P | A \vdash E = F : \sigma \)
Typed equality judgement, Section 5.4, page 49.

\( \vdash E = F \)
Equality of terms in all applicable contexts, Section 5.4, page 49.
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