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Preface

The mere possibility of Artificial Intelligence (AI) – of machines that can think
and act as intelligently as humans – can generate strong emotions. While some
enthusiasts are excited by the thought that one day machines may become more
intelligent than people, many of its critics view such a prospect with horror.
Partly because these controversies attract so much attention, one of the most

important accomplishments of AI has gone largely unnoticed: the fact that many
of its advances can also be used directly by people, to improve their own human
intelligence. Chief among these advances is Computational Logic.
Computational Logic builds upon traditional logic, which was originally

developed to help people think more effectively. It employs the techniques of
symbolic logic, which has been used to build the foundations of mathematics
and computing. However, compared with traditional logic, Computational
Logic is much more powerful; and compared with symbolic logic, it is much
simpler and more practical.
Although the applications of Computational Logic in AI require the use of

mathematical notation, its human applications do not. As a consequence, I have
written the main part of this book informally, to reach as wide an audience as
possible. Because human thinking is also the subject of study in many other
fields, I have drawn upon related studies in Cognitive Psychology, Linguistics,
Philosophy, Law, Management Science and English Composition.
In fact, the variant of Computational Logic presented in this book builds not

only upon developments of logic in AI, but also uponmany other complementary
and competing knowledge representation and problem-solving paradigms. In
particular, it incorporates procedural representations of knowledge from AI and
Computing, production systems from AI and Cognitive Science, and decision
analysis from Management Science, Cognitive Psychology and Philosophy.
Because Computational Logic has so many applications and so many rela-

tions with other fields, the ideal, ultimate use of this book would be as a

ix
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companion text for an undergraduate degree in practical thinking. Such a degree
course would combine the traditional virtues of a liberal arts education with the
argumentation skills of analytic philosophy, the rigours of scientific method and
the modern benefits of information technology. It would provide the student
with the transferable thinking and communication skills needed not only for
more specialised studies, but also for problems that do not fall into neatly
classified areas.
As far as I know, nothing approaching such a degree course exists today; and

as far as I can see, no such degree course is likely to exist in the near future.
Logic as an academic discipline, as it exists today, is fragmented between
Mathematics, Philosophy and Computing. Moreover, the practical applications
of Informal Logic are mostly buried inside other academic disciplines, like Law,
Management Science and English Composition. None of these disciplines
could host such a degree course on its own, and few of them would welcome
such an expansion of logic in their own field.
Perhaps one day, an educational institution will make room for a degree

course focusing on how to think. In the meanwhile, this book can be used as a
supplement to more conventional courses. For those who have already com-
pleted their formal education, it can provide a glimpse into a possible future
world.
In writing this book, I have taken pains to avoid misrepresenting the subject

by over-simplification. For this reason, I have included a number of additional,
more advanced chapters, which fill in some of the otherwise missing technical
detail. These chapters can be safely skipped by the casual reader. Taken on their
own, they provide a self-contained introduction and reference to the formal
underpinnings of the Computational Logic used in this book.
I have also been sensitive to the fact that, because I address issues of English

writing style, I am inviting attention to the inadequacies of my own writing
style. In defence, let me argue that without the help of Computational Logic, my
writing would be a lot worse.
When I started my undergraduate studies at the University of Chicago years

ago, my writing was so bad that I failed the placement examination and had to
take an extra, non-credit, remedial course. I finished the year with As in all my
other subjects, but with a D in English writing skills. It took me years to
diagnose the problems with my writing and to learn how to improve it. In the
course of doing so, I learned more about practical logic than I did in any of my
formal logic courses. I like to believe that my writing is a lot better today than it
was during my first year in Chicago. But more importantly, I hope that the
lessons I learned will also be helpful to some of the readers of this book.

x Preface
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Summary and plan of the book

Because this book ranges over a wide variety of topics, it is useful to summa-
rise the relationships between the different chapters in one place. However,
instead of placing this summary at the end of the book, where all of its terms
will have already been explained in detail, I have decided to present it here, in
keeping with the general spirit of the book that it is better to work backwards
from your destination, than to stumble forward, wondering where you are
going.
Therefore, this summary may be read either before or after the main body of

the book. But it can also be read in parallel, to get a better orientation of how the
individual chapters are related.

Introduction

In Artificial Intelligence, an agent is any entity, embedded in a real or artificial
world, that can observe the changing world and perform actions on the world to
maintain itself in a harmonious relationship with the world. Computational
Logic, as used in Artificial Intelligence, is the agent’s language of thought.
Sentences expressed in this language represent the agent’s beliefs about the
world as it is and its goals for the way it would like it to be. The agent uses its
goals and beliefs to control its behaviour.
The agent uses the inference rules of Computational Logic, applying them to

its thoughts in logical form, to reason about the world and to derive actions to
change the world for its own benefit. These inference rules include both forward
reasoning to derive consequences of its observations, and backward reasoning
to reduce its goals to subgoals and actions. The agent can also use forward
reasoning to deduce consequences of candidate actions, to help it choose
between alternative candidates.

xii

www.cambridge.org© in this web service Cambridge University Press

Cambridge University Press
978-0-521-19482-2 - Computational Logic and Human Thinking: How to be Artificially
Intelligent
Robert Kowalski
Frontmatter
More information

http://www.cambridge.org/9780521194822
http://www.cambridge.org
http://www.cambridge.org


Although the main purpose of Computational Logic is to represent an agent’s
private thoughts and to control its behaviour, the agent can also use Computa-
tional Logic to guide its public communications with other agents. By express-
ing its communications in a more logical form, a speaker or writer can make it
easier for the listener or reader to translate those communications into thoughts
of her own.

Chapter 1: Logic on the Underground

The London Underground Emergency Notice illustrates the way in which the
meanings of English communications can be understood as thoughts in logical
form. In Computational Logic, these thoughts have both a logical and computa-
tional character. Their logical character is apparent in their explicit use of logical
connectives, like any, if, and and not; and their computational character is
manifest in their use as procedures for reducing goals to subgoals. Because of
this dual logical and computational character, sentences expressed in this form
are also called logic programs.
The Emergency Notice also illustrates how the coherent use of English

communications can be understood in terms of logical connections between
the meanings of those communications and other thoughts in an agent’s web
of goals and beliefs. Once the agent has made the connections, the agent can
activate them by forward or backward reasoning, when the need arises.
Connections that are activated frequently can be collapsed into derived goals
or beliefs, which can be used more directly and more efficiently in the future.

Chapter 2: The psychology of logic

The most influential and widely cited argument against logic comes from psy-
chological experiments about reasoning with natural-language sentences in con-
ditional form. The most popular interpretation of these experiments is that people
do not have a natural general-purpose ability to reason logically, but have
developed instead, through the mechanisms of Darwinian evolution, specialised
algorithms for solving typical problems that arise in their environment.
In this chapter I discuss some of the issues involved in solving these reason-

ing tasks, and argue that one of the main problems with the experiments is that
they fail to appreciate that the natural-language form of a conditional is only an
approximation to the logical form of its intended meaning. Another problem is
that the interpretation of these experiments is based upon an inadequate
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understanding of the relationship between knowledge and reasoning. In
Computational Logic applied to human thinking, this relationship can be
expressed rather loosely as an equation: thinking = specialised knowledge +
general-purpose reasoning.

Chapter 3: The fox and the crow

Aesop’s fable of the fox and the crow illustrates the backward reasoning of a
clever fox, to generate a plan to achieve the goal of having the cheese of a not so
clever crow. It contrasts the fox’s proactive, backward reasoning with the crow’s
reactive, forward reasoning, to respond to the fox’s praise by breaking out in
song, thereby dropping the cheese to the ground, where the fox can pick it up.
Both the fox and the crow reason in accordance with the inference rules of
Computational Logic, but the fox has a better knowledge of the world, and has
more powerful ways of using that knowledge for her own benefit.
If the crow knew as much as the fox and were able to reason preactively,

thinking before he acts, then he could reason forward from the hypothetical
performance of his candidate actions, predict their likely consequences and
choose an alternative action, like flying away or swallowing the cheese, that
achieves a better expected resulting state of affairs.

Chapter 4: Search

In Computational Logic, a proof procedure consists of a collection of inference
rules and a search strategy. The inference rules determine both the structure of
proofs and the search space of all possible proofs relevant to the solution of a
goal. The search strategy determines the manner in which the search space is
explored in the search for a solution.
Many different search strategies are possible, including both parallel strat-

egies, which explore different parts of the search space at the same time, and
best-first strategies, which aim to find the best solution possible in the shortest
amount of time.

Chapter 5: Negation as failure

In the semantics of Computational Logic, the world is a positive place, charac-
terised by the positive atomic sentences that are true at the time. Because the
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ultimate purpose of an agent’s goals and beliefs is to manage its interactions
with the world, the syntactic form of the agent’s thoughts also has a correspond-
ing positive bias. In many cases, syntatically negative thoughts arise from the
failure to observe or derive positive information.
Negation as failure is a natural way to reason by default with incomplete

information, deriving conclusions under the assumption that the agent knows it
all, but then gracefully withdrawing those conclusions if new information
shows that they do not hold. It also facilitates higher-level ways of organising
goals and beliefs into hierarchies of rules and exceptions, in which the rules
represent only the most important conditions, and the exceptions add extra
conditions when they are needed.

Chapter 6: How to become a British Citizen

The British Nationality Act is a body of English sentences, which states
precisely the conditions under which a person may acquire, renounce or be
deprived of British Citizenship. The Act is designed to be both unambiguous, so
there is little doubt about its intended meaning, and flexible, so that it can be
applied to changing circumstances. Its English style resembles the conditional
form of sentences in Computational Logic.
In addition to its use of conditional form, the British Nationality Act illus-

trates many other important features of Computational Logic, including the
representation of rules and exceptions, and meta-level reasoning about what it
takes for a person, like you or me, to satisfy the Secretary of State that the person
fulfils the requirements for naturalisation as a British Citizen.
In contrast with the British Nationality Act, the University of Michigan Lease

Termination Clause shows how an ambiguous, virtually unintelligible English
text can be made understandable by reformulating it in Computational Logic
style.

Chapter 7: The louse and the Mars explorer

Arguably, the most influential computational model of human thinking in
Cognitive Psychology is the production system model, as illustrated in this
chapter by the wood louse and the Mars explorer robot. Production systems
combine a working memory of atomic facts with condition–action rules of the
form if conditions then actions. The working memory is like a model of the
current state of the world, and the rules are like an agent’s goals and beliefs.
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www.cambridge.org© in this web service Cambridge University Press

Cambridge University Press
978-0-521-19482-2 - Computational Logic and Human Thinking: How to be Artificially
Intelligent
Robert Kowalski
Frontmatter
More information

http://www.cambridge.org/9780521194822
http://www.cambridge.org
http://www.cambridge.org


The condition–action rules are embedded in an observation–thought–
decision–action cycle and are executed by matching the conditions of rules
with facts in the working memory and generating the actions of rules as candidate
actions. This manner of execution is called forward chaining, which is similar to
forward reasoning. If more than one candidate action is generated in this way,
then a process, called conflict resolution, is used to decide between the candidates.
The chosen action is then executed, changing the state of the working memory,
simulating the way an agent’s actions change the state of the world.
From a logical point of view, there are three kinds of condition–action rules:

reactive rules, which are like instinctive stimulus–response associations; goal-
reduction rules, which reduce goals to subgoals by forward chaining; and
forward reasoning rules, which perform genuine logical forward reasoning.

Chapter 8: Maintenance goals as the driving force of life

The agent model presented in this book combines the functionalities of logic
and production systems in a logical framework. The framework takes from
production systems the observation–thought–decision–action cycle, but repla-
ces condition–action rules by goals and beliefs in the logical form of condi-
tionals. It replaces reactive rules bymaintenance goals used to reason forwards,
goal-reduction rules by beliefs used to reason backwards, and forward reason-
ing rules by beliefs used to reason forwards.
In the logical agent model, the agent cycle responds to observations of the

environment by reasoning forwards with beliefs, until it derives a conclusion
that matches one of the conditions of a maintenance goal. It reasons backwards,
to check the other conditions of the maintenance goal. If all the conditions of the
maintenance goal are shown to hold in this way, it reasons forwards one step,
deriving the conclusion of the maintenance goal as an achievement goal. It then
starts to reason backwards using its beliefs to reduce the achievement goal to a
plan of candidate actions. It decides between different candidate actions, and
starts to execute a plan. If necessary, it interrupts the execution of the plan, to
process other observations, interleaving the plan with other plans.

Chapter 9: The meaning of life

The logical framework of the preceeding chapter views an agent’s life as
controlled by the changes that take place in the world, by its own goals and
beliefs, and by the choices the agent makes between different ways of achieving

xvi Summary and plan of the book
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its goals. The combination of its beliefs and its highest-level goals generates a
hierarchy of goals and subgoals. However, for the sake of efficiency, this
hierarchy may be collapsed into a collection of more direct stimulus–response
associations, whose original goals are no longer apparent, but are implicit and
emergent.
In AI and computing more generally, it is common for an intelligent designer

to implement an artificial agent that does not contain an explicit representation
of its higher-level goals. The designer is aware of the agent’s goals, but the agent
itself is not. As far as the agent is concerned, its life may seem to be entirely
meaningless.
In this chapter, we contrast the seemingly meaningless life of an imaginary,

artificial wood louse, with the more meaningful life of an intelligent agent, in
which stimulus–response associations and awareness of higher-level goals are
combined.

Chapter 10: Abduction

One of the main functions of an agent’s beliefs is to represent causal relation-
ships between its experiences. The agent uses these causal representations both
proactively to generate plans to achieve its goals, and preactively to derive
consequences of candidate actions to help it choose between alternative candi-
date actions. However, the agent can also use the same causal beliefs abduc-
tively to generate hypotheses to explain its observations, and to derive
consequences of candidate hypotheses to help it choose between alternative
hypotheses. This process of generating and choosing hypotheses to explain
observations is called abduction.
Like default reasoning with negation as failure, abduction is defeasible in the

sense that new information can cause a previously derived conclusion to be
withdrawn.

Chapter 11: The Prisoner’s Dilemma

The problem of deciding between alternative abductive explanations of an
observation is similar to the problem of deciding between alternative actions,
which is exemplified by the Prisoner’s Dilemma. In this chapter, we see how an
agent can use a combination of Computational Logic and decision theory to
decide between alternatives. According to decision theory, the agent should
choose an alternative that has the best expected outcome. The expected outcome
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of an action is determined by appropriately combining judgements of the utility
(or desirability) of the action’s consequences with judgements of the probability
(or likelihood) that the consequence will actually happen.
Decision theory is a normative theory, which requires detailed knowledge of

utilities and probabilities, but neglects the motivations of an agent’s actions. In
practice, agents more typically employ heuristic goals and beliefs (or rules of
thumb), which approximate the decision-theoretic norms. But heuristics often
go astray. When it is important to make smarter choices, it is better to use the
more encompassing framework of the agent cycle, to analyse the motivations of
actions and to ensure that a full range of alternatives is explored.

Chapter 12: Motivations matter

Decision theory leads to consequentialist theories of morality, which judge the
moral status of actions simply in terms of their consequences. But in psycho-
logical studies and the law, people judge actions both in terms of their con-
sequences and in terms of their motivations. We show how Computational
Logic can model such moral judgements by using constraints to prevent actions
that are deemed to be morally or legally unacceptable.

Chapter 13: The changing world

An agent’s life is a continuous struggle to maintain a harmonious relationship
with the ever-changing world. The agent assimilates its observations of the
changing state of the world, and it performs actions to change the world in
return.
The world has a life of its own, existing only in the present, destroying its past

and hiding its future. To help it survive and prosper in such a changing environ-
ment, an intelligent agent uses beliefs about cause and effect, represented in its
language of thought. In this chapter we investigate in greater detail the logical
representation of such causal beliefs and the semantic relationship between this
logical representation and the changing world.

Chapter 14: Logic and objects

Whereas in Cognitive Psychology production systems are the main competitor
of logic, in Computing the main competitor is Object-Orientation. In the object-
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oriented way of looking at the world, the world consists of objects, which
interact by sending and receiving messages. Objects respond to messages by
using encapsulated methods, invisible to other objects, and inherited from
general classes of objects.
Computational Logic is compatible with Object-Orientation, if objects

are viewed as agents, methods are viewed as goals and beliefs, and messages
are viewed as one agent supplying information or requesting help from another.
Viewed in this way, the main contribution of Object-Orientation is twofold: it
highlights the value both of structuring knowledge (goals and beliefs) in relatively
self-contained modules, and of organising that knowledge in abstract hierarchies.

Chapter 15: Biconditionals

In this chapter we explore the view that conditional beliefs are biconditionals in
disguise. For example, given only the two alternative conditions that can cause
an object to look red:

an object looks red if the object is red.
an object looks red if it illuminated by a red light.

the two conditionals can be understood as standing for the biconditional:

an object looks red if and only if
the object is red or the object is illuminated by a red light.

Both negation as failure and abduction can be understood as reasoning with
such biconditionals as equivalences, replacing atomic formulas that match the
conclusion by the disjunction of conditions (connected by or) that imply the
conclusion.

Chapter 16: Computational Logic and the selection task

In this chapter we return to the problem of explaining some of the results of
psychological experiments about reasoning with conditionals. We investigate
the different ways that Computational Logic explains these results, depending
on whether a conditional is interpreted as a goal or as a belief. If it is interpreted
as a belief, then it is often natural to interpret the conditional as specifying the
only conditions under which the conclusion holds. This explains one of the two
main mistakes that people make when reasoning with conditionals, when
judged by the standards of classical logic.
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The other main mistake is that people often fail to reason correctly with
negation. This mistake is explainable in part by the fact that an agent’s obser-
vations are normally represented by positive atomic sentences, and that negative
conclusions have to be derived from positive observations. In many cases this
derivation is easier with conditional goals than with conditional beliefs.

Chapter 17: Meta-logic

In this chapter we explore how meta-logic can be used to simulate the
reasoning of other agents, and to solve problems that cannot be solved in the
object language alone. We illustrate this with a variant of the wise man puzzle,
and with Gödel’s theorem that there are true but unprovable sentences in
arithmetic.

Conclusions of the book

This concluding chapter takes a step back from the details, and takes a broader
look at the main aim of the book, which is to show how Computational Logic
can reconcile conflicting paradigms for explaining and guiding human behav-
iour. It also suggests how Computational Logic may help to reconcile conflicts
in other areas.

Chapter A1: The syntax of logical form

This additional, more formal chapter gives a more precise formulation of
Computational Logic as a logic of sentences having the conditional form if
conditions then conclusion or equivalently having the form conclusion if con-
ditions. In its simplest form, the conclusion of a conditional is an atomic
expression, consisting of a predicate and a number of arguments. The condi-
tions are a conjunction (connected by and) of atomic expressions or the
negations of atomic expressions.
In this chapter, I compare the conditional form of logic with standard classical

logic. I argue that classical logic is to conditional logic, as natural language is to
the language of thought. In both cases, there are two kinds of reasoning,
performed in two stages. The first stage translates sentences that are unstruc-
tured and possibly difficult to understand into simpler sentences that are better
structured. The second stage derives consequences of the resulting simpler
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sentences. The logic of conditional forms is the logic of such simpler and better
structured sentences.

Chapter A2: Truth

Conditionals in Computational Logic represent an agent’s goals and beliefs in
its private language of thought. They also represent the meanings of its public
communications with other agents, and for this reason they can be said to
represent the semantics of natural-language sentences. However, sentences in
logical form also have a semantics in terms of their relationship with states of
the world.
This additional chapter makes a start on the discussion of this semantics, and

of the relationship between truth in all models and truth in minimal models. It
argues from the example of arithmetic that truth in minimal models is more
fundamental than truth in all models.

Chapter A3: Forward and backward reasoning

This chapter defines the forward and backward rules of inference more pre-
cisely, and shows how they can be understood in semantic terms, as showing
how the truth of one set of sentences implies the truth of another. This semantic
point of view applies both to the use of these inference rules to determine truth
in all models and to their use to generate and determine truth in minimal models.

Chapter A4: Minimal models and negation

This chapter shows how the semantics of negation as failure can be understood
in terms of the minimal model semantics of Chapter A2.

Chapter A5: The resolution rule of inference

In this chapter we see that forward and backward reasoning are both special
cases of the resolution rule of inference, and that resolution is the underlying
mechanism for reasoning in connection graphs.
Resolution was originally presented as a machine-oriented rule of infer-

ence, whereas forward and backward reasoning are human-oriented ways
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of understanding human thinking. This combination of human and machine
orientation is reflected in the fact that the human mind can be regarded as a
computing machine whose software is a conditional form of logic and whose
hardware is a connectionist form of resolution.

Chapter A6: The logic of abductive logic programming

This chapter provides most of the technical support for the combination of
forward reasoning, backward reasoning and negation as failure, which are the
basic inference rules of the Computational Logic used in this book.
The proof procedure presented in this chapter can be understood in semantic

terms, as generating a minimal model in which an agent’s goals and beliefs are
all true. However, it can also be understood in argumentation terms, as generat-
ing an argument in favour of a claim, both by providing support for the claim
and by defeating all attacking arguments with counter-arguments.
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