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fluency/articulateness tradeoff, 11, 19
manual expression, 9, 9t
measurement units, 18
message production rate, 9t
minimum tolerable, 10
nonvocal, 9–10, 18t
normal conversational speech, 3, 23, 26t
performance model, 82, 82f, see also analytical
framework
Reactive Keyboard, 12, 69–126
availability, 126
comparison with Predict, 70–1
example of use, 4–6; see also RK-Button;
RK-Pointer
experience with, 7, 125
functionality and commands, 83–6, 84t
key features, 70, 70f, 125
potential users, 125
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