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Preface

This book has grown out of my dissertation, submitted to the University of Amsterdam in 1981. It contains most of the ideas of the dissertation in a revised form, but it also contains a good deal of new material.

New material, that supplements the dissertation at an important point, concerns the description of a model of the axioms of ensemble theory, the generalization of set theory designed for the semantic analysis of mass terms. Section 5.6 contains an informal presentation of a model, and chapter 12 is devoted to the description of a class of models in formal terms. New material relating to ensemble theory can also be found in the final chapter, where a detailed discussion is given of the relation between ensemble theory, classical set theory, and mereology (also known as ‘calculus of individuals’). This should prevent such misunderstandings as that ensemble theory is ‘another name for mereology’ (Roeper, 1983).

Other new material concerns the definition of the general framework in which the semantic analysis is carried out. In this framework two stages of analysis are distinguished: one where the logical semantic aspects of a natural language expression are analysed and one where the referential semantic aspects are analysed in relation to a model of a certain domain of discourse. This has the advantage that the analysis of general, domain-of-discourse independent semantic aspects and that of purely lexical semantic aspects are well-separated components of a single overall framework. Each stage of the analysis results in a representation in a formal language (more than one representation in the case of ambiguities). This gives rise to an interesting treatment of lexical ambiguity and vagueness: content words in the natural language are represented at the nonreferential level by constants of the representation language that preserve the ambiguity and vagueness of the corresponding natural language words; the precise meanings of these words are established by interpretation rules that have the effect of ‘translating’ these constants into expressions of a second formal language, whose constants have a one-to-one correspondence to entities in the model of the
Preface

discourse domain. A precise definition of this framework is given in chapter 7 in the terminology of model-theoretic semantics. The relation between the two representation languages, mediating between the natural language and the discourse-domain model, is defined by model-theoretic interpretation rules, where the expressions of the representation language at the referential level serve as interpretations of those of the other representation language. The framework is therefore called ‘two-level model-theoretic semantics’.

The most important new material in this book concerns the treatment of ambiguity and vagueness in quantification. The chapter on quantification in my dissertation was primarily meant to illustrate the power of ensemble theory in the analysis of mass noun expressions. As such it may have served its purpose. But it seemed intuitively obvious that the two-level framework had not been fully exploited. The new idea which underlies the treatment of quantification in this book is that the separation of domain-of-discourse dependent meaning aspects from those that do not depend on the domain of discourse is applied to other areas of semantic investigation than that of lexical semantics. For example, the sentence ‘The boys carried two pianos upstairs’ may have several, quantificationally different readings: one where each of the boys carried each of the pianos, one where the boys collectively carried each of the pianos, one where each of the boys carried a collection of two pianos, etc. All these interpretations are formally possible, but usually not all of them are possible in a given domain of discourse. That depends on whether one considers 18-year-old boys or eight-year-old boys, real pianos or toy pianos, and other such domain-of-discourse dependent considerations. It is therefore attractive to leave such decisions as to whether the boys acted collectively, individually, or in groups to the domain-of-discourse dependent part of the analysis. I have devised a way of doing this, which entails that at the purely formal level of analysis a quantified sentence has a representation which is ambiguous or vague in those quantification aspects on which the natural language sentence is not specific. A sentence like ‘The boys carried two pianos upstairs’ has only one representation at this level, and the number of interpretations it has at the referential level is determined by what the model of the discourse domain says about boys, pianos, and carrying something upstairs. This makes it possible to formulate an articulate analysis of quantifications while at the same time preventing an uncontrolled explosion of interpretations.

The analysis of constructions with adnominal modification, such as ‘The pianos carried upstairs by the boys’, entails many of the same considerations
as that of quantified expressions. I have therefore also devised a new
treatment of the ambiguity and vagueness in adnominal modification along
the same lines as the treatment of quantification. An interesting minor
point which is new in the chapter on modification is the treatment of
'collective modification'. This occurs for instance in the sentence 'John has
heavy books in his bag' on the interpretation that the collection of books
in the bag as a whole is heavy. This case does not easily fit into a systematic
syntactic/semantic analysis, since the adjective 'heavy' is syntactically a
modifier of 'books', while semantically it applies to 'the books John has in
his bag'.

A new form has also been given to the syntactic/semantic grammar rules,
used in the chapters on quantification and modification to describe frag-
ments of English. There were two independent reasons to reconsider the
form of the grammar. An anonymous referee for Cambridge University
Press had complained about the original form, which had been borrowed
from Scha (1981), and asked for a formulation that would be more in line
with currently common grammatical formalisms. Moreover, work on a
computer implementation of the grammar made it clear that certain changes
in the rules would permit more transparent parsing algorithms. The changes
that have been made are: (1) the syntactic component of a rule has been
split up into three parts: (a) a constituent-structure rule, (b) a condition
on syntactic features, and (c) a feature-propagation rule; (2) a form of
constituent-structure rule has been designed which is not purely concatenat-
ing and which allows a restricted form of context-sensitivity. This grammar,
for which I have coined the term 'Augmented phrase-formation gram-
mar', belongs to the class of phrase-structure-based grammar formalisms
that includes currently developing formalisms such as Generalized phrase-
structure grammar (Gazdar, 1982; Gazdar and Pullum, 1982) and Aug-

As a study in semantics, this book should in the first place be of interest
to linguists and language philosophers. But since the study raises issues
concerning the logical and set-theoretical foundations of model-theoretic
semantics, it also aims at an audience of logicians and mathematicians. This
motivates the division of this book into two parts. Moreover, the semantic
analysis of mass terms is partly based on arguments relating to why people
express something in one way rather than another, with special attention
to the fact that the logical structure of a speaker's apparent beliefs as
expressed by his words should be distinguished from the logical structure
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of his actual beliefs. These points, and their far-reaching consequences for the general framework of semantic analysis, may be of interest to psycholinguists. Finally, this study was directly motivated by the problems that arose in an attempt to design a computer program for syntactic and semantic analysis of natural language. The solutions which are presented here, and which are made explicit in the form of grammar rules and interpretation rules for fragments of English, may be of interest to computer scientists and researchers in Artificial Intelligence, who may also be interested in the possible use of ensemble theory in knowledge representation in intelligent systems (see Bunt, 1985). It is because of this wide variety of potential readers that most of the chapters in this book have an introduction at a rather elementary level. Chapter 6, for instance, which discusses the use of ensemble concepts in semantic representations, contains introductory sections on the nature of semantic representations in general and on the definition of representational formalisms. Similarly, chapter 7 contains a general introduction to model-theoretic semantics and ambiguity. My hope is that these sections will enable readers from a variety of academic disciplines to understand the technically more complex material.
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