A Computational Theory of Writing Systems

This book breaks new ground by developing, for the first time, a formal computational theory of writing systems. It offers specific proposals about the nature of the linguistic objects that are represented by orthographic elements; what levels of linguistic representation are involved and how they may differ across writing systems; and what formal constraints hold of the mapping relation between linguistic and orthographic elements. Sproat demonstrates that this mapping relation is regular in the technical sense that it can be implemented computationally using the simplest class of computational devices, namely finite-state machines. He also argues that the level of linguistic representation reflected in written forms is always consistent within a given writing system. This level may be “shallow” (the language is “spelled as it sounds”) or “deep,” but in any case it extends over the entire vocabulary. Based on his insights as to what linguistic elements can be represented in writing, Sproat proposes a new taxonomy of writing systems. The treatment of theoretical linguistic issues and their computational implementation is complemented with discussion of empirical psycholinguistic work on reading and its relevance for the computational model developed here. Throughout, the model is illustrated with a number of detailed case studies of writing systems around the world.

This innovative book will be of interest to students and researchers in a variety of fields, including theoretical and computational linguistics, the psycholinguistics of reading and writing, and speech technology.
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1.1 A partial linguistic representation for the sentence in (1.1). Shown are a phonetic transcription, a prosodic analysis into two intonational phrases (i) and one utterance (U), accent assignment (*), a set of part-of-speech tags, and a simple phrase-structure analysis. Phonetic symbols are IPA. Note that 'MP' means 'measure phrase'.
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Preface

Most general books on writing systems are written or edited by scholars who are specialists in a small subset of the writing systems that they cover and who have developed their views on writing in general based on their own experience in their particular specialized area.

This book is different: I cannot claim to be an expert on any particular writing system. My interest in writing systems stems in part from my interest in text-to-speech synthesis systems, and in particular the problem of converting from written text into a linguistic representation that specifies how that text would be read. Given that problem, it is natural to inquire about the formal nature of the relationship between the written form and the linguistic representation that the written form encodes: What linguistic elements do written symbols encode? Do writing systems differ in the abstractness of the linguistic representation encoded by orthography, and if so how? What are the formal constraints on the mapping between linguistic representation and writing? Some of these issues have, of course, been addressed elsewhere, though usually in an informal fashion. This book is an attempt to answer these questions in the context of a formal, computational theory of writing systems.

One point that needs to be made at the outset is that this book is not intended as an introduction to the topic of writing systems. There are many excellent books that serve that purpose, including Sampson (1985), Coulmas (1989), and DeFrancis (1989). Special mention must be given to the superb collection in Daniels and Bright (1996), without which the present book would not have been possible. Thus, while I do discuss aspects of several writing systems in some amount of detail, there are also a number of writing systems that are discussed in less detail. The reader unfamiliar with the general properties of the writing systems discussed here is urged to consult one of the many general introductions to the topic, such as those cited above.

In preparing this work, I have benefited greatly from discussions with and comments from a number of colleagues, listed here in alphabetical order: Harald Baayen, Alan Black, Wayles Browne, Roy Harris, Leonard Katz, George Kiraz, Martin Jansche, Kazuaki Maeda, Mark-Jan Nederhof, Anneke Neijt, Elena Pavlova, Geoffrey Sampson, Chiling Shih, Brian
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Stowell, Robert Thomson, J. Marshall Unger, and Jennifer Venditti. I would especially like to thank Steven Bird, who read through two whole drafts of this work and gave me extensive comments on both. I also acknowledge an anonymous reviewer for Cambridge University Press. Portions of this work were presented at the University of Arizona and at Charles University in Prague, and I thank audiences there for useful comments and questions. I also thank Juergen Schroeter for help in using his recording setup for the experiment reported in Section 3.3.

The technical production of this book depended heavily upon several free or public domain resources including databases and software. I am indebted to Rick Harbaugh (developer of www.zhongwen.com) for kindly allowing me access to his data on Chinese character structure. Several of the more detailed analyses in this book, including the treatment of English in Section 3.2 and of Chinese in Section 2.3.4, were implemented, and these implementations depended upon the fsm library developed by my colleagues at AT&T Labs, Michael Riley, Fernando Pereira, and Mehryar Mohri. Chinese characters were incorporated into \TeX using Stephen Simpson’s PMC package; for Devanagari I used Frans Velthuis’s devtex package; Visible Speech fonts are due to Mark Shoulson. Editing of figures and graphics were done using Vectaport Inc.’s idraw, John Bradley’s xo, and Davor Matic’s bitmap.

Finally I would like to thank my editor at Cambridge University Press, Christine Bartels, for her support for this project.