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Preface

The primary aim of this book is to guide researchers needing to flexibly incorporate nonlinear relationships into their regression analyses. Flexible nonlinear regression is traditionally known as *nonparametric regression*; it differs from parametric regression in that the shape of the functional relationships are not predetermined but can adjust to capture unusual or unexpected features of the data.

Almost all existing regression texts treat either parametric or nonparametric regression exclusively. The level of exposition between books of either type differs quite alarmingly. In this book we argue that nonparametric regression can be viewed as a relatively simple extension of parametric regression and treat the two together. We refer to this combination as *semiparametric regression*. Our approach to semiparametric regression is based on penalized regression splines and mixed models. Indeed, every model in this book is a special case of the linear mixed model or its generalized counterpart. This makes the methodology modular and is in keeping with our general philosophy of *minimalist statistics* (see Section 19.2), where the amount of methodology, terminology, and so on is kept to a minimum. This is the first smoothing book that makes use of the mixed model representation of smoothers.

Unlike many other texts on nonparametric regression, this book is very much problem-driven. Examples from our collaborative research (and elsewhere) have driven the selection of material and emphases and are used throughout the book.

The book is suitable for several audiences. One audience consists of students or working scientists with only a moderate background in regression, though familiarity with matrix and linear algebra is assumed. Marginal notes and the appendices are intended for beginners, especially those from interface disciplines. We make liberal use of graphics because visualization is a particularly effective tool for acquiring intuition in a new subject.

Another audience that we are aiming at consists of statistically oriented scientists (e.g., biostatisticians, econometricians, quantitative social scientists, and epidemiologists) who have a good working knowledge of linear models and the desire to begin using more flexible semiparametric models. There are many connections between linear and nonparametric regression. Our goal is to exploit them and the reader’s knowledge of linear models to provide a foundation for understanding nonparametric modeling.

There is enough new material to be of interest even to experts on smoothing, and they are a third possible audience.
There are several competing approaches to nonparametric modeling: smoothing splines (e.g., Eubank 1988, 1999; Wahba 1990; Green and Silverman 1994); series-based smoothers, including wavelets (Tarter and Lock 1993; Ogden 1996); kernel methods, including local regression (Wand and Jones 1995; Fan and Gijbels 1996); and regression splines (Friedman 1991; Stone et al. 1997; Hansen and Kooperberg 2002). All four approaches can be used effectively and have their devotees. We believe that the nature of the data should play a role in the choice among them. For example, wavelets are more suited to highly oscillatory functions. Apart from this, the choice of a nonparametric regression method is a matter somewhat of individual taste and background. Based on our motivating applications and personal tastes, the approach to nonparametric regression used throughout this book is what we call penalized splines, although they are also labeled as P-splines, pseudosplines, and low-rank spline smoothers in the literature. Penalized splines are quite similar to smoothing splines; in fact, they are a generalization of smoothing splines that allow more flexible choices of the spline model, the basis functions for that model, and the penalty.

Penalized splines have close ties with ridge regression, mixed models, and Bayesian statistics, ties that were discovered by researchers working on smoothing splines. These ties allow techniques from mixed models – for example, (restricted) maximum likelihood estimation and likelihood ratio tests – to be added to penalized spline methodology. Similarly, Bayesian techniques based on Markov chain Monte Carlo provide what we believe to be the most satisfactory approach to fitting complex semiparametric models as well as the direction that semiparametric regression is most likely to take in the future. This book includes introductions to mixed models and to Bayesian modeling.
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This chapter gives a brief overview of notational conventions used in the book. Please see the Notation Index for more specialized notation.

The symbol “≡” means “equal by definition”.

We use both lower- and uppercase letters (e.g., $x$, $X$, and $\lambda$) to denote scalar quantities, either fixed or random. Lowercase bold letters (e.g., $\mathbf{x}$ and $\lambda$) will be used for vectors. Uppercase bold fonts (e.g., $X$ and $\Lambda$) will denote matrices. The entries of a vector or matrix use the same letter and case as the vector or matrix itself but are not bold. Thus,

$$ \mathbf{x} = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} $$

and

$$ \mathbf{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}. $$

If a matrix is partitioned then the submatrices are in bold; for example,

$$ \mathbf{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}. $$

We will indicate the row index of a matrix to the right and the column index below, as in:

$$ \mathbf{C} = \begin{bmatrix} c_{ik} \\ 1 \leq k \leq K \\ 1 \leq i \leq n \end{bmatrix}. $$

The transpose of $\mathbf{A}$ is denoted by $\mathbf{A}^T$. If $\mathbf{A}$ is an invertible square matrix, then $\mathbf{A}^{-1}$ denotes its inverse. Any vector is assumed to be a column, so its transpose is a row.

The norm of a vector $\mathbf{x}$ is denoted by $\|\mathbf{x}\|$: that is,

$$ \|\mathbf{x}\| \equiv \sqrt{\mathbf{x}^T \mathbf{x}}. $$

The real line will be denoted by $\mathbb{R}$, and $d$-dimensional space will be denoted by $\mathbb{R}^d$.

For a function $f(x)$ of a scalar $x$,

$$ f^{(r)}(x) \equiv \left( \frac{d^r}{dx^r} \right) f(x), $$

the $r$th derivative of $f(x)$.
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If $f(x)$ is a function from $\mathbb{R}^d$ to $\mathbb{R}$ then the derivative vector is a $1 \times d$ row vector with $j$th entry equal to $(\partial/\partial x_j)f(x)$, the partial derivative of $f(x)$ with respect to $x_j$, and is denoted by $Df(x)$.

The Hessian matrix is a $d \times d$ matrix whose $(i, j)$ entry is equal to

$$\frac{\partial^2}{\partial x_i \partial x_j} f(x);$$

it is denoted by $Hf(x)$.

If $x$ and $y$ are random variables, then $E(x)$, $\text{var}(x)$, and $\text{st.dev.}(x)$ are the mean, variance, and standard deviation of $x$, and $\text{cov}(x, y)$ is the covariance between $x$ and $y$. $\text{Cov}(x)$ is the covariance matrix of a random vector $x$; see Appendix A for its definition.